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If you aren’t a good rabbit and don’t start eating the carrot, I’m afraid we’re all going to be throwing the stick at you.

-Representative James Sensenbrenner, pressing U.S. Internet Service Provider Association to adopt putatively volu-
tary data retention scheme.\(^1\)

**INTRODUCTION**

Many people love Google, but nobody roots for Goliath.\(^2\)

Google’s gains made Goliath a target for jawboning. In 2014, Google was experiencing newfound success in its nascent efforts in American politics. The company’s support for network neutrality aligned it with other tech firms, helping influence the Federal Communications Commission (FCC) to adopt open Internet rules.\(^3\) It headed off an antitrust investigation into the company’s algorithm for ranking its search results.\(^4\) Perhaps most importantly, in 2011–2012, Google helped lead the fight to defeat a pair of federal bills favored by content providers, the Stop Online Piracy Act (SOPA) and PROTECT IP Act, that

\(^{†}\) Professor of Law, University of Arizona James E. Rogers College of Law. I owe thanks for helpful suggestions and discussion to Jack Balkin, Jane Bambauer, Ian Bartrum, Andy Coan, Aliza Cover, Sarah Haan, Dan Hunter, Margaret Kwoka, Saul Levmore, Fred von Lohmann, Dave Marcus, Michael Montgomery Mason, Toni Massaro, Thinh Nguyen, Michael Risch, Shaaikrah Sanders, Michalyn Steele, Peter Swire, Alan Trammell, the participants at the Freedom of Expression Scholars Conference at Yale Law School, and the participants at the Rocky Mountain Junior Scholars Forum 2014. Thanks go to Maureen Garmon for expert research assistance. I welcome comments at <derekbambauer@email.arizona.edu>. Copyright © 2015 by Derek E. Bambauer.


threatened Internet firms with liability if they failed to undertake new copyright enforcement measures.\textsuperscript{5}

In the struggle between Hollywood and Silicon Valley, Google won.\textsuperscript{6} Along with the Obama Administration and an ad hoc coalition of Internet users and interest groups, the firm forced the abandonment of the bills.\textsuperscript{7} Internet firms had displayed a new seriousness about flexing political muscle,\textsuperscript{8} and Hollywood, accustomed to having its way with intellectual property policy, reeled in defeat.\textsuperscript{9}

But SOPA was not dead—merely driven underground. Content companies quietly regrouped. Rebuffed at the federal level, the firms, led by the movie studios’ lobbying arm, the Motion Picture Association of America (MPAA), turned their attention to state regulators. In particular, the MPAA sought assistance from state attorneys general. Hollywood succeeded: by November 2013, the National Association of Attorneys General was holding a special meeting about pressuring Google to deal with copyright infringement—a meeting attended by the MPAA’s outside counsel Thomas Perrelli, of the prominent law firm Jenner & Block.\textsuperscript{10} In December 2013, Connecticut’s Attor-
ney General contacted the MPAA for a list of things to demand in a meeting with the search engine’s executives.\footnote{See Mullin, supra note 10.} And in January 2014, thirteen state attorneys general met with Google General Counsel Kent Walker regarding search results that list infringing content.\footnote{See id.}

The MPAA found two especially willing collaborators in Mississippi Attorney General Jim Hood and Nebraska Attorney General Jon Bruning. Before the January 2014 meeting, Perrelli noted in an e-mail that Hood “wants Google to delist pirate sites.”\footnote{Id. (quoting Perrelli e-mail).} And in February 2014, Bruning—to whom both the MPAA and movie studios made campaign donations the following month\footnote{See Nick Wingfield & Eric Lipton, Google’s Detractors Take Their Fight to the States, N.Y. TIMES (Dec. 16, 2014), http://www.nytimes.com/2014/12/17/technology/googles-critics-enlist-state-attorneys-general-in-their-fight.html?ref=technology&_r=0.}—discussed using civil subpoenas, lawsuits, and media outreach “to alert consumers to Google’s ‘bad acts.’”\footnote{Mullin, supra note 10 (quoting Bruning).} Shortly thereafter, Perrelli described plans to have his firm draft civil subpoenas that Bruning and Hood could use, and suggested that “[s]ome subset of AGs (3–5, but Hood alone if necessary) should move toward issuing CIDs [Civil Investigative Demands] before mid-May.”\footnote{Id. (quoting Perrelli e-mail).} Here, for the first time, the MPAA assigned Google its code name: Goliath.\footnote{See id.; Brandom, supra note 10 (quoting Perrelli e-mail).} Later that year, Jenner & Block drafted, and Hood signed, a subpoena to Google about videos promoting steroid and other drug use, depicting pornography, and infringing copyright. In December 2014, Google filed suit in federal court in Mississippi to block Hood’s investigation,\footnote{See Memorandum of Law in Support of Plaintiff Google Inc.’s Motion for Temporary Restraining Order and Preliminary Injunction, Google Inc. v. Hood, No. 3:14-cv-981-HTW-LRA (N.D. Miss. Dec. 19, 2014) [hereinafter Memorandum of Law].} as e-mail messages and other documents from Project Goliath were brought to light by the hack of Sony Pictures’ computer systems.\footnote{See Brandom, supra note 10; Andrea Peterson, The Sony Pictures Hack, Explained, WASH. POST (Dec. 18, 2014), https://www.washingtonpost.com/news/the-switch/wp/2014/12/18/the-sony-pictures-hack-explained.}

This Article focuses not on the problems with Hood’s subpoena, but with the events that led up to it. Once Hood followed through on his threats with formal legal process, Google could
challenge it in court (successfully, as it turns out).\footnote{See Memorandum of Law, supra note 18; Russell Brandom, \textit{Google Gets an Early Win in Fight Against Mississippi Attorney General’s Subpoena}, \textit{Verge} (Mar. 2, 2015), http://www.theverge.com/2015/3/2/8135205/google-jim-hood-goliath-subpoena-case-injunction (describing preliminary injunction barring Hood’s investigation).} Prior to that, Hood and the other attorneys general were jawboning the search engine—they sought to coerce the company based on threatened action at the edges of or wholly outside their legal authority. The difficulty with the efforts by Hood and his counterparts is not simply the motivation; state officials advocate for interest groups constantly. The issue is that Hood threatened Google despite lacking authority over the subject matter of his investigation. Regulation of drugs such as steroids and their advertising is governed by federal law,\footnote{See 21 U.S.C. § 337(a) (2006).} and states may enforce those provisions in only a small number of circumstances.\footnote{See 21 U.S.C. § 337(b) (allowing states to bring claims for mislabeling). The Food and Drug Administration contends that pre-emption of state drug advertising regulation is complete and unequivocal. \textit{Requirements on Content and Format of Labeling for Human Prescription Drug and Biological Products}, 71 Fed. Reg 3922, 3934 (Jan. 24, 2006) (“FDA believes that under existing preemption principles, FDA approval of labeling under the act . . . preempts conflicting or contrary State law.”).} Under the Communications Decency Act (CDA), Google enjoys immunity from state criminal prosecution or civil liability based on third-party content, such as the drug advertising or pornography to which Hood objected.\footnote{See 47 U.S.C. § 230(c)(1) (2006) (“No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.”); 47 U.S.C. § 230(e)(3) (“No cause of action may be brought and no liability may be imposed under any State or local law that is inconsistent with this section.”); Backpage.com v. Cooper, 939 F. Supp. 2d 805, 822 (M.D. Tenn. 2013); GoDaddy.com v. Toups, 429 S.W.3d 752, 768 (Tex. App. 2014).} In addition, Google enjoys immunity from copyright liability for hosting,\footnote{See 17 U.S.C. § 512(c) (2012).} caching,\footnote{See 17 U.S.C. § 512(b).} or linking to infringing material,\footnote{See 17 U.S.C. § 512(d).} so long as it takes a statutorily-prescribed set of precautions. From a legal perspective, Hood’s threats were bluffs: he did not have the power to compel Google to adhere to his demands.

So why would Hood or other attorneys general bluff, and why might Google obey? There are two reasons: cost and uncertainty. As to cost, even a subpoena that was ultra vires—beyond the official’s power—would cause Google to incur poten-
tially significant expense. Lawyers at WilmerHale—Google’s outside counsel—do not come cheap, and if Hood defeated the motion for the temporary restraining order, Google would have had to comply with burdensome discovery. And the potential costs were more than pecuniary—the MPAA planned to allocate budget to media outreach efforts designed to harm Google’s reputation. Even false accusations can wound.

And, the outcome was not certain: courts differ on statutory interpretation, and can make mistakes. For example, appellate courts interpret the scope of immunity under the CDA differently. Contrary to federal and state rules of civil procedure, judges not infrequently seek to bind Google to decisions where it is not a party. Jawboning transfers much of the risk of enforcement to the target. Enforcement may be a lottery ticket for the regulator threatening action, but the potential windfall may be enough to shape the regulated party’s conduct. Thus,

28. See Memorandum of Law, supra note 18, at 33, 36 (describing subpoena as “unreasonable, retaliatory, and burdensome” and listing Google’s counsel from WilmerHale).
29. See Mullin, supra note 10 (quoting e-mail from MPAA counsel Fabrizio discussing budget to be spent on “seed media stories based on investigation and AG actions”).
30. Compare Perfect 10, Inc. v. CCBill L.L.C., 488 F.3d 1102, 1118–19 (9th Cir. 2007) (immunizing payment provider and Web host against claimed infringements of state rights of publicity based on 47 U.S.C. § 230), with Universal Commc’ns Sys., Inc. v. Lycos, Inc. 478 F.3d 413, 442–43 (1st Cir. 2007) (stating that a claim under state-based trademark law would not be subject to Section 230 immunity).
32. Cf. GUIDO CALABRESI, THE COSTS OF ACCIDENTS 91–92 (Yale Univ.,
uncertainty creates expected cost for the target in addition to
the transaction costs described above. Jawboning can be effec-
tive even when operating at the limits of a government official’s
powers.

The term “jawboning” is Biblical in origin: Samson killed a
thousand men using a seemingly weak tool—a donkey’s jaw-
bone. Legal scholarship borrowed the concept first to denote
informal pressures by Presidents and agency heads on recal-
citrant bureaucracies, and more recently to stand for suasion
through informal contacts by regulators generally, including
members of Congress. This Article employs the term to con-
note a specific type of informal pressure by a government actor
on a private entity: one that operates at the limit of, or outside,
that actor’s authority. This Article then assesses jawboning in
one particular context—regulation of Internet intermediaries
and the information they disseminate. The Internet provides a
useful context for studying jawboning, because the larger liber-
tarian trend in regulation of the Net leads would-be regulators
to employ informal rather than formal means. This Article ar-
gues that like Samson, state regulators wielding seemingly in-
effectual weapons—informal enforcement based on murky au-

1970) (describing how uncertainty in accident incidence impedes optimal allo-
cation of costs).

33. Judges 15:15 (New Am. Ed.) (“Near him was the fresh jawbone of an
ass; he reached out, grasped it, and with it killed a thousand men.”).

34. See Paul R. Verkuil, Jawboning Administrative Agencies: Ex Parte
Contacts by the White House, 80 COLUM. L. REV. 943, 943 (1980).

35. See Symposium, The Legacy of Justice Arthur Goldberg, 29 J.
MARSHALL J. COMPUTER & INFO. L. 285, 301 (2012) (describing Goldberg’s
“suggestion that the [Kennedy] administration implement ‘wage and price’
guidelines based on what’s called jawboning”).

36. See Jean Braucher, Humpty Dumpty and the Foreclosure Crisis: Les-
sions from the Lackluster First Year of the Home Affordable Modification
Program (HAMP), 52 ARIZ. L. REV. 727, 753–54 (2010); L.A. Powe, Jr., Red Lion
and Pacifica: Are They Relics?, 36 PEPP. L. REV. 445, 461–62 (2009); David

37. See Jeffrey A. Love & Arpit K. Garg, Presidential Inaction and the

38. See infra Part II. Firms may also engage in self-regulation in the face
of impending governmental regulation, as when the National Advertising Di-
vision of the Council of Better Business Bureaus created the Children’s Adver-
tising Review Unit (CARU) in 1974 to forestall a Federal Trade Commission
proposal to limit ads directed at children. Angela J. Campbell, Self-Regulation
and the Media, 51 FED. COMM. L.J. 711, 735–36 (1999). I thank Peter Swire
for this example.

This approach places the Article at the intersection of three contentious scholarly debates. The first focuses on how government ought to respond to disfavored speech—whether via targeted counterspeech, tolerant pluralism, promotion of responsibility as a means towards self-government, or legal prohibition. The second probes the limits of government’s authority to regulate expression and whether some disfavored content may be subject to controls because it is not “speech” under the First Amendment. This debate has recently become bound up in Internet-related questions, such as those about search engines, algorithmically-generated information, and the role of technology in authorship. Some scholars defend informal enforcement as more efficient and cost-effective, desirable for industries undergoing dynamic change, and more readi-
But they are the minority. Most scholars decry informal enforcement, calling it an approach that is unfair, contrary to notions of limited government, and likely to impose unduly onerous regulatory burdens.

This Article brings these debates into fruitful dialogue with one another and injects useful notes into each of them. For the first debate, it aligns government responses along a continuum of coercion, arguing that more coercive responses must be channeled into formal legal mechanisms to obtain legitimacy. For the second, it elucidates the problems with informal enforcement of policies about expression, which readily evades constitutional and statutory constraint. And for the third, it assesses informal pressures in a provocative context—the regulation of speech on Internet platforms—to suggest that legitimacy varies not with industry or cost, but with deeper structural commitments to constraining government.

This Article contends that, regardless of whether jawboning is suspect generally, it is pernicious when applied to Internet intermediaries regarding the content that they provide. Internet platforms such as Google, Twitter, Facebook, and

49. See Jacob E. Gersen, Legislative Rules Revisited, 74 U. CHI. L. REV. 1705, 1720–22 (2007) (arguing that the fear that informal agency rulemaking avoids scrutiny is unfounded, because informal rules are subject to serious judicial scrutiny ex post); Jacob E. Gersen & Eric A. Posner, Soft Law: Lessons from Congressional Practice, 61 STAN. L. REV. 573, 626 (2008) (contending that informal enforcement is “not a second-best, but is simply an alternative regulatory instrument that has advantages that formal legislation lacks”); Tim Wu, Agency Threats, 60 DUKE L.J. 1841, 1848 (2011) (arguing that informal enforcement is well-suited to dynamically changing industries); David Zaring, Best Practices, 81 N.Y.U. L. REV. 294, 298 (2006) (arguing that “best practices” rulemaking, by which an agency leads not by hard rules but by example, can be efficient and effective).

50. See Jerry Brito, “Agency Threats” and the Rule of Law: An Offer You Can’t Refuse, 37 HARV. J.L. & PUB. POL’Y 553, 554 (2014); Brent Skorup & Adam Thierer, Uncreative Destruction: The Misguided War on Vertical Integration in the Information Economy, 65 FED. COMM. L.J. 157, 196–97 (2013); see also Wu, supra note 49 (admitting that “[t]he scholarly presumption is that rulemaking or formal adjudication is an intrinsically superior process for most agency action.”).


Instagram are the new gatekeepers for online content.\textsuperscript{54} Indeed, the story of the modern commercial Internet is largely one about intermediaries.\textsuperscript{55} Material de-listed from Google’s search results or deleted from a Twitter feed simply disappears for practical purposes.\textsuperscript{56} Jawboning that targets platforms over information they carry is normatively illegitimate for three principal reasons. First, platforms are structurally vulnerable to informal pressures. They lack robust incentives to protect third-party content and instead are likely to cave under pressure.\textsuperscript{57} Second, the First Amendment institutionalizes a strong preference, if not a command, for government actors to channel regulatory demands via formal mechanisms rather than informal ones.\textsuperscript{58} This is because speech is at once strong and weak: strong in its power to change minds and policies and weak because it is readily suppressed, even in the low-cost ecosystem of the Internet.\textsuperscript{59} Information online is an attractive target and one that may be poorly defended. Lastly, from the perspective of a process-based approach to decisions about content, jawboning is less legitimate than actions taken through formal chan-

\textsuperscript{54} I use “intermediary” and “platform” interchangeably, for the sake of variety. I define the terms as denoting Internet entities that enable communication by others. This is similar to how experts such as Marc Andreessen define it, but my view of “programmability” is broader: protocols such as SMTP and TCP/IP are APIs in that they enable programmatic interaction, so entities such as Internet Service Providers would fall within my definition of “platform.” See Marc Andreessen, The Three Kinds of Platforms You Meet on the Internet, PMARCA BLOG (Sept. 16, 2007), http://blog.pmarca.com/2007/09/the-three-kinds.html. But see Tarleton L. Gillespie, The Politics of Platforms, 12 NEW MEDIA & SOC’Y 347, 348 (2010) (discussing “the discursive work that prominent digital intermediaries, especially YouTube, are undertaking, by focusing on one particular term: ‘platform’”).


\textsuperscript{59} See Hamburger, supra note 58, at 492–93; Kreimer, supra note 57.
channels, which are more likely to be transparent and accountable.

This Article has three more Parts. Part I describes the rise of jawboning as a concept and offers a series of case studies, showing that American government actors increasingly deploy the practice. Part II evaluates the legitimacy of jawboning, and concludes that the tactic is normatively inferior to formal modes of state action. Part III considers possible responses to the increase of illegitimate informal enforcement. This Article concludes by exploring how the jawboning analysis can be applied beyond Internet speech and how it can offer guidance in new regulatory contexts.

I. THE RISE OF JAWBONING

This Part argues that jawboning—enforcement through informal channels, where the underlying authority is in doubt—is on the rise, driven by a libertarian trend in Internet regulation that constrains more formal actions. It then offers four additional, recent case studies—Backpage, data retention, Six Strikes, and network neutrality—as evidence of the increasingly widespread deployment of jawboning.

A. THE NET’S LIBERTARIAN TREND

The rise in jawboning is a counterpoint to, and partly a consequence of, the deregulatory trend regarding online platforms and their content. This libertarian evolution appears puzzling, for there is a wide range of Internet material that is routinely decried: private information about individuals’ finances, sex habits, or buying patterns; pornography and other indecent material; hate speech; copyright infringe-

---


64. See Danielle Keats Citron, Civil Rights in Our Information Age, in THE OFFENSIVE INTERNET 31 (Saul Levmore & Martha C. Nussbaum eds., 2010); Alexander Tsesis, Hate in Cyberspace: Regulating Hate Speech on the
ment;\textsuperscript{65} pro-drug use information;\textsuperscript{66} content encouraging eating disorders;\textsuperscript{67} information advocating suicide;\textsuperscript{68} ads for prostitution;\textsuperscript{69} and so forth. Each issue has groups that press strongly for greater controls over information, particularly controls that target platforms.

Yet, in the United States, the trend is clearly towards forbearance rather than oversight. The history of attempted regulation is one of frequent failure. The Supreme Court struck down two federal statutes seeking to safeguard minors from indecent online material on constitutional grounds,\textsuperscript{70} and lower federal courts followed their example by invalidating similar state laws.\textsuperscript{71} Two proposed bills that would have counteracted sites that enable intellectual property infringement by cutting off their financial support, forcing their removal of search results, and blocking domain name services faltered in the wake of popular discontent and tech industry opposition.\textsuperscript{72} Data retention proposals, a hardy Congressional perennial, have failed to make any significant progress.\textsuperscript{73} And the long-running law enforcement effort to limit encryption of material has been stymied to date.\textsuperscript{74}

\textsuperscript{65} See, e.g., McClintock, supra note 9.


\textsuperscript{68} See Lucy Biddle et al., Suicide and the Internet, 336 BMJ 800 (2008).


\textsuperscript{70} Ashcroft v. Am. Civil Liberties Union, 535 U.S. 564, 586 (2002) (enjoining governmental enforcement of the Child Online Protection Act); Reno v. Am. Civil Liberties Union, 521 U.S. 844, 882 (1997) (holding that sections 223(a) and 223(d) of the Communications Decency Act abridge the First Amendment’s free speech protection).

\textsuperscript{71} See Bambauer, Orwell’s Armchair, supra note 58, at 878–79.

\textsuperscript{72} See supra note 5.

\textsuperscript{73} See infra Part I.C.

\textsuperscript{74} See Herb Lin, Echoes from the Past on Encryption, LAWFARE (Feb. 18, 2015), http://www.lawfareblog.com/2015/02/echoes-from-the-past-on-encryption (noting that despite two decades of debate, the government has taken no steps to limit encryption).
In addition to content control efforts that have failed in Congress or the courts, successful legislation and doctrinal developments have tended to protect platforms against liability. Section 230 of the CDA immunizes interactive computer services against most state tort and criminal law.\(^{75}\) Title II of the Digital Millennium Copyright Act (DMCA) provides a safe harbor from copyright liability for service providers who implement a fairly minimal set of precautionary measures.\(^{76}\) Similarly, pre-DMCA copyright precedent tended to impose liability only where platforms had specific knowledge of infringing material on their systems, or where they controlled and monetized that content.\(^{77}\) Fair use and contract precedent has also been generous to platforms, to the point of rewriting offline case law to accommodate search engines and other intermediaries.\(^{78}\) In trademark law, circuit courts have immunized platforms such as eBay so long as they follow DMCA-like precautions,\(^{79}\) and a seminal secondary liability case declined to fault a registrar that registered domain names it knew were infringing.\(^{80}\) In patent, the Supreme Court interpreted inducement of infringement to exempt a party that performed all but one step of a method patent, even where that party arguably encouraged its customers to take the final step.\(^{81}\) Tort claims against platforms

\(^{77}\) See, e.g., CoStar Grp. v. LoopNet, Inc., 373 F.3d 544, 556 (4th Cir. 2004) (holding provider not liable for infringing material because it had no knowledge or control of that material); Religious Tech. Ctr. v. Netcom On-Line Comm’n Servs., 907 F. Supp. 1361, 1373–77 (N.D. Cal. 1995) (holding that provider could not contribute to infringement without knowledge of or participation in the infringement, and dismissing theory of provider’s “vicarious liability”).  
\(^{78}\) See Kelly v. Arriba Soft Corp., 336 F.3d 811, 318–19 (9th Cir. 2003); Field v. Google, Inc., 412 F. Supp. 2d 1106, 1115–16 (D. Nev. 2006). In Field, the court found that the plaintiff-author had granted Google an implied license by dint of his failure to use HTML tags to indicate he did not want the search engine to catalog his site. Standard copyright doctrine is that one must affirmatively obtain a license from the copyright owner, rather than the owner needing to signal that there is no such permission. See id.  
\(^{79}\) See Tiffany v. eBay, Inc., 600 F.3d 93, 107 (2d Cir. 2010) (holding that eBay’s generalized knowledge of trademark infringement on its site was not sufficient to hold it liable for that infringement).  
\(^{80}\) Lockheed Martin Corp. v. Network Solutions, Inc., 194 F.3d 980, 980 (9th Cir. 1999).  
that suffer data breaches have failed for a variety of doctrinal reasons. First Amendment safeguards prevent plaintiffs from holding search engines responsible for the content or ordering of their results. Finally, even where platforms are liable for third-party material, such as child pornography, they are held to account only when the firms have actual knowledge of an apparent violation.

There are exceptions, of course, particularly where the content is of the platform’s creation. Firms could be liable for creating or knowingly distributing obscene material or child pornography. Despite Section 230 of the CDA’s protections, platforms are liable in some circuits for violating a person’s right of publicity, and in all circuits if the tortious material is of the firm’s creation. They can be sanctioned if they obtain information from their users in violation of the Wiretap Act or the Children’s Online Privacy Protection Act, or if they disclose it in violation of the Stored Communications Act. And there are sector-specific privacy and data retention requirements in industries such as health care, publicly traded companies, and finance. Overall, though, Internet platforms face


88. See Fair Hous. Council v. Roommates.com, L.L.C., 521 F.3d 1157, 1162 (9th Cir. 2008) (noting that provider immunity under the CDA applies only if the provider took no part in creating the content).


far fewer content regulations than offline analogues such as television stations and newspapers. Thus, government regulation of content on Internet platforms is at times constitutionally proscribed, at times forbidden by statute, and at times limited to federal enforcement. These limits have caused would-be regulators to shift to informal efforts. In addition to evading legal constraints, informal enforcement has other benefits for government. It reduces regulatory cost: rather than having to pass laws or promulgate rules, state actors can turn directly to implementing their policies. And, bypassing procedural requirements reduces expenditures as well. Informal enforcement also shifts reputational risk to private actors—it cloaks what is in reality state action in the guise of private choice. Thus, government is less likely to be held to account, either directly or through public criticism. In short, constraints upon direct regulation of platforms and content have forced government actors to become creative with enforcement.

To support the claim that jawboning has become increasingly common, this Article offers four case studies, in addition to the one on Operation Goliath that opened the narrative: Backpage, data retention, Six Strikes, and network neutrality.

B. Backpage: The Internet’s Seedy Side

Backpage.com is the Internet version of a newspaper’s classified ads section: one can find ads selling used cars, fishing poles, pets—and sex. The site’s “adult” section has a category for escorts, among other options, and prostitution ads are ubiquitous. A study by Arizona State University found that almost eighty percent of the ads in the adult section were for prosti-


96. For example, newspapers can be liable for publishing defamatory material, while Internet platforms cannot. 47 U.S.C. § 230(c) (2012); see, e.g., N.Y. Times Co. v. Sullivan, 376 U.S. 254, 286 (1964) (noting that the defendant-newspaper could have been held liable for libel had the plaintiff shown that the newspaper had acted with “actual malice”).

97. See Bambauer, Orwell’s Armchair, supra note 58, at 901 (arguing that informal enforcement via persuasion runs the risk that “governmental goals may be disguised as objectives of private firms”).
tutes. Moreover, some of those being advertised as available for sex are minors.

Those ads have made Backpage a target. State attorneys general have accused Backpage of being a “hub for illegal services [that] has proven particularly enticing for those seeking to sexually exploit minors.” Columnist Nicholas Kristof of the New York Times lambasted the site as “a godsend to pimps, allowing customers to order a girl online as if she were a pizza.” And Detroit police suggested that the site might be to blame for the murders of women who placed escort service ads on Backpage.

State legislatures in New Jersey, Tennessee, and Washington passed bills targeting Backpage.com. The new laws imposed criminal penalties for knowingly publishing or disseminating commercial sex ads involving minors. Similarly, in 2011, attorneys general from 46 states signed a letter demanding that Backpage substantiate its claims that the site carefully polices ads in the adult section, or face a subpoena.

The problem with the new laws and demands was that they were plainly unenforceable. In 1996, as part of its legislative overhaul of telecommunications regulation, Congress passed (and President Clinton signed) a bill with a provision granting interactive computer services, such as Backpage.com, broad immunity from state civil and criminal claims. Section 230 of the CDA provides that “no provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information provider.”


105. N.A.A.G. Letter, supra note 100.
content provider.” Federal criminal statutes are exempted, but state laws that contravene this provision are expressly blocked from enforcement. A plethora of case law interpreting Section 230 makes clear that statutes like those in New Jersey, Tennessee, and Washington, which sought to hold Backpage liable for content created by its users, were pre-empted. Legal liability under those laws turned upon Backpage’s decision to publish or disseminate material created by others, which is precisely the sort of choice protected under Section 230. Furthermore, the legislatures in the three states adopted the new statutes only after years of pressure from their respective law enforcement agencies, and in particular their attorneys general, on Backpage to police its adult section more aggressively. There is no doubt that the firm was the target of the stat-

108. See 47 U.S.C. § 230(e)(3) (“No cause of action may be brought and no liability may be imposed under any State or local law that is inconsistent with this section.”).
109. See, e.g., Universal Commc’ns, Inc. v. Lycos, Inc., 478 F.3d 413, 418–19 (1st Cir. 2007) (finding message board operator protected from liability for content created by user); Carafano v. Metrosplash.com, 339 F.3d 1119, 1125 (9th Cir. 2003) (holding Internet dating site immune from tort liability based on content created by user); Green v. Am. Online (AOL), 318 F.3d 465, 468 (3d Cir. 2003) (immunizing ISP for allegedly failing to police its services for unlawful content created by users). See generally David S. Ardia, Free Speech Savior or Shield for Scoundrels: An Empirical Study of Intermediary Immunity Under Section 230 of the Communications Decency Act, 43 LOYOLA L.A. L. REV. 373 (2010) (performing empirical and doctrinal analysis of Section 230 cases). Tennessee, which sits in the Sixth Circuit, did not have a case from that appellate court interpreting the statute when the legislation passed. But see Backpage.com v. Cooper, 939 F. Supp. 2d 805, 822 (M.D. Tenn. 2013) (citing circuit court cases interpreting Section 230’s immunity as wide-ranging). Unsurprisingly, however, the Sixth Circuit interpreted Section 230 as every other court of appeals has done once it ruled in 2014. See Jones v. Dirty World Entm’t Recordings L.L.C., 755 F.3d 398, 413 (6th Cir. 2014).
110. 47 U.S.C. § 230(e)(1). Backpage is clearly an interactive computer service, which the statute defines as “any information service, system, or access software provider that provides or enables computer access by multiple users to a computer server.” 47 U.S.C. § 230(f)(2). Theoretically, a statute could impose liability upon distributors of unlawful content, since the relevant provision addresses only publishers and speakers. However, an early, seminal Fourth Circuit case interpreted distributor liability as a subset of publisher liability, and later courts have adopted that approach. Zeran v. Am. Online, 129 F.3d 327, 332–33 (4th Cir. 1997); see Jones, 755 F.3d at 407–08; Barnes v. Yahoof!, 570 F.3d 1096, 1103–05 (9th Cir. 2009); Green, 318 F.3d at 470–71.
111. See Backpage.com v. Hoffman, No. 13-cv-03952 (DMC)(JAD), 2013 WL 4502097, at *3 (D.N.J. Aug. 20, 2013) (noting New Jersey’s statute was expressly modeled on the Washington statute); Cooper, 939 F. Supp. 2d at 819 (“Backpage.com has shown sufficient evidence that it is the direct target of the law . . . . Even if the statute did not directly target Backpage.com . . . [it] has
utes.\textsuperscript{112} And New Jersey knew its statute was likely unenforceable when the legislation was introduced—by that date, the nearly identical Washington and Tennessee laws had already been blocked by federal district courts in those states.\textsuperscript{113} By March 2013, when the New Jersey legislature passed its statute, Washington had agreed not only to work to repeal its law, but to pay Backpage $200,000 in attorneys' fees.\textsuperscript{114}

New Jersey, Tennessee, and Washington all responded to the significant problems of prostitution and of sex trafficking in minors through both formal and informal pressures. The states had good reason to try: similar tactics pushed Craigslist to remove its “adult services” section, even though the company had prevailed against attempts to hold it liable under state law.\textsuperscript{115} The formal pressures—litigation explicitly targeting Backpage as a hub for illegal sex work—were plainly unlawful. Indeed, the National Association of Attorneys General conceded as much in a 2013 letter urging Congress to amend Section 230—a letter citing Section 230 case law establishing broad immunity that pre-dated the New Jersey, Tennessee, and Washington legislation.\textsuperscript{116} This makes the informal pressures used by those states illegitimate as well. Threats to pursue enforcement of the bills unless Backpage complied with demands, such as to monitor and remove content more actively, are not legitimate. Backpage faced unattractive options: comply, risk prosecution

\textsuperscript{112} See Hoffman, 2013 WL 4502097, at *3; Cooper, 939 F. Supp. 2d at 819; McKenna, 881 F. Supp. 2d at 1270.

\textsuperscript{113} See Hoffman, 2013 WL 4502097, at *1–2 (noting that the New Jersey legislation was introduced Oct. 4, 2012); Cooper, 939 F. Supp. 2d at 816 (noting that the Washington legislation was enjoined preliminarily on July 27, 2012); id. at 818 (noting that Tennessee stipulated it would not enforce law during pendency of suit on June 29, 2012).


and concomitant damage to the company’s business, or undertake the expense of challenging the statutes. The firm chose the third option, and won. But the costs were a waste: it was clear the legislation was pre-empted, and that its reason for passage was to punish Backpage by imposing litigation costs. Government cannot operate outside the law, even for a noble cause—particularly when it attempts to regulate speech.

The states did have lawful options. They could have sought to persuade the Department of Justice to investigate Backpage, since there is a federal criminal statute prohibiting similar conduct featuring minors that is not pre-empted by Section 230.117 They could have urged consumers to boycott the service if it did not improve its monitoring.118 They could have expanded law enforcement use of Backpage to prosecute sex traffickers—the site, after all, keeps identifying information and credit card details about advertisers.119 The states had a range of permissible options, and could have threatened Backpage with any of them if the service failed to comply. Informal enforcement will often be legitimate. Here, though, the absence of any lawful basis for the threats meant that it was not.

C. DATA RETENTION: BUILDING YOUR PERMANENT FILE

The government wants your Internet Service Provider to help it assemble your database of ruin.120


120. See Paul Ohm, Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization, 57 UCLA L. REV. 1701, 1746 (2010) (defining the “database of ruin” as “the worldwide collection of all of the facts held by third parties that can be used to cause privacy-related harm to almost every member of society”). I may be re-interpreting Ohm’s concept somewhat; his villains are “identity thieves, blackmailers, and unscrupulous advertisers,”
In April 2005, the Department of Justice pressed ISPs to adopt voluntarily a system of archiving records of users’ Internet activities for months, if not years. The Justice Department deployed several arguments. One was reputational: the president of the trade group U.S. Internet Industry Association recounted that, “We were told, ‘You’re going to have to start thinking about data retention if you don’t want people to think you’re soft on child porn.’” The government also advanced the specter of mandatory data retention legislation—a proposal that the same administration had rejected a few years earlier as unnecessary and unduly burdensome. The message was clear: keep records voluntarily, or face a potentially costly and cumbersome legal mandate.

Pressure increased in 2006. At the Davos Economic Forum in January, FBI Director Robert Mueller spoke out in favor of harmonizing countries’ cybercrime laws to include “standardized regulations and rules relating to data retention.” Department of Homeland Security Secretary Michael Chertoff indicated in March 2006 that he too favored such a mandate. ISPs remained reluctant to retain data voluntarily (or to be compelled to do so), citing both the lack of evidence of law enforcement need and potential privacy risks.
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122. Id. Even after the attacks of September 11, 2001, the Department of Justice still rejected mandatory data retention. Id. at 2 (quoting Mark Richard, Deputy Assistant Attorney Gen., Comments of the United States on the European Commission Communication on Combating Computer Crime at the European Union Forum on Cybercrime at Brussels (Nov. 27, 2001)).

123. Id. at 1.


126. Id.


phy and sexual abuse, Gonzales stated that “the failure of some Internet service providers to keep records has hampered our ability to conduct investigations in this area,” and noted that he had “asked the appropriate experts at the Department to examine this issue and provide [him] with proposed recommendations.”

Industry reluctance to adopt data retention, in turn, generated threats from the administration and Congress to seek legislation. Bush administration officials endorsed a congressional proposal for a one-year requirement, and the bill’s sponsor in the House of Representatives attacked ISPs for opposing it. Attorney General Gonzales then pressed providers in private meetings to go beyond the proposed legislation and retain identifying records for two years, illustrating his point by sharing pixelated photos of child pornography with network providers.

Jawboning worked, at least in part. At hearings by a House committee on the sexual exploitation of minors, one major ISP, Comcast, agreed to voluntarily retain data for 180 days to aid law enforcement. The Bush administration renewed pressure in 2007, as Representative Lamar Smith introduced a data retention bill, backed by criminal penalties, that would have enabled Attorney General Gonzales to set the scope and requirements for recordkeeping. Even after Gonzales’ resignation, the FBI continued to press for the mandate, and proposed expanding its scope to require search engines to maintain records of searches on their sites. The pattern of pressure on ISPs,

---


backed by threats of legislation, continued after the change in control to the Democratic Party under President Obama. Indeed, at a hearing in January 2011, Representative F. James Sensenbrenner Jr., chair of the House Judiciary Subcommittee on Crime, made the threat explicit to the executive director of the U.S. Internet Service Provider Association: “[I]f you aren’t a good rabbit and don’t start eating the carrot, I am afraid that we are all going to be throwing the stick at you.” Whatever the merits of the mixed metaphor, to date the rabbit has spurned the carrot, with no stick forthcoming.

The story of data retention is thus one of an ongoing bluff: administrations of both major political parties cajole ISPs to adopt archiving measures, with the threat (sometimes explicit, sometimes implicit) of costly, onerous legislation if the providers fail to comply. Recording user information has been on the policy agenda of the Department of Justice at least since 1999, when Deputy Attorney General Eric Holder stated that “certain data must be retained by ISPs for reasonable periods of time” to fight child pornography. Under President Obama, the Department of Justice went on record in both 2011 and 2012 to support mandatory data retention legislation. Yet, the closest that Congress has come to enacting legislation was in 2011, when the “Protecting Children From Internet Pornographers Act of 2011” passed the House Judiciary Committee, but failed to progress further. Indeed, in 2006, the Department of

---


138. Id. at 342–43.


Justice admitted to reporters in private that the legislation was too controversial to attempt in an election year.\textsuperscript{141}

So far, most ISPs have failed to comply, and some have even reduced data retention.\textsuperscript{142} Providers resist these pressures for economic reasons. Their customers fear incursions upon privacy and might use the Net less if their activities were recorded. Further, infrastructure costs would rise, perhaps dramatically, if the ISPs were forced into a retention regime.\textsuperscript{143} Despite the twin specters of terrorism and child pornography, governments led by both major parties have been utterly unable to pass a data retention bill.\textsuperscript{144} Their legal authority to compel preservation remains limited in scope and time: to records identified at the request of a government entity, and to a maximum of 180 days.\textsuperscript{145} More systemic data retention requirements could face constitutional challenges as violative of either the First Amendment (by destroying the possibility of anonymous speech) or the Fourth Amendment (by imposing an unconstitutional search).\textsuperscript{146} Privacy scholar Catherine Crump notes that the record-keeping requirements have already been approved by the Supreme Court in the Fourth Amendment context, but suggests the First Amendment path has merit.\textsuperscript{147}

Thus, efforts to jawbone ISPs into broader archiving not only implicate important First Amendment,\textsuperscript{148} Fourth Amendment,\textsuperscript{149} and privacy\textsuperscript{150} concerns, but also overreach, extending

\begin{itemize}
\item \textsuperscript{145} 18 U.S.C. § 2703(f)(2) (2012).
\item \textsuperscript{146} See Catherine Crump, \textit{Note, Data Retention: Privacy, Anonymity, and Accountability Online}, 56 STAN. L. REV. 191, 196 (2003).
\item \textsuperscript{147} \textit{Id.} at 204–05, 223–28.
\item \textsuperscript{148} Cf. McIntyre v. Ohio Elections Comm’n, 514 U.S. 334, 357 (1995) (finding right to anonymous political speech protected by First Amendment).
\item \textsuperscript{149} Cf. United States v. Jones, 132 S. Ct. 945, 957 (2012) (Sotomayor, J., concurring) (“I for one doubt that people would accept without complaint the warrantless disclosure to the Government of a list of every Web site they had

beyond any authority the state possesses or could realistically expect to obtain. In the era of pervasive state surveillance of data held by private firms—from Google to Facebook to e-mail providers—government-driven data archiving that operates outside formal legal channels should be viewed as suspect.

D. SIX STRIKES: “THE CAJOLE SET OF ISSUES”

In the summer of 2011, a number of large Internet Service Providers announced that they would increase measures to prevent copyright infringement by their users. The plan, known informally as “six strikes,” debuted as a Memorandum of Understanding between the ISPs and content companies such as Walt Disney Studios, Sony Pictures, and Warner Music Group. Providers agreed to process notifications of alleged infringement from the content companies and to impose a series of penalties (euphemistically termed “Copyright Alerts”) on the users allegedly engaged in infringement. ISPs agreed to pro-
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154. Id. at 25 (listing participating content owners).

155. Id. at 4–14; see Annemarie Bridy, Graduated Response American Style: “Six Strikes” Measured Against Five Norms, 23 FORDHAM INTELL. PROP., MEDIA & ENT. L.J. 1, 5–6 (2012).
vide half the funding for both a system of independent review for challenged notifications and an organization dedicated to implementing the six strikes program.

The ISPs’ decision to undertake six strikes is puzzling for at least three reasons. First, providers are almost entirely shielded from liability for transporting or hosting material that infringes copyrights by the safe harbor provisions of the Digital Millennium Copyright Act. Content owners have launched a series of lawsuits against ISPs and Internet platforms over hosting infringing material, without success. Thus, ISPs had little if anything to fear from litigation. Second, the six strikes program risked irritating the ISPs’ customers, especially if the harsher mitigation measures contemplated under six strikes were deployed. While consumers generally lack a wide range of choices in broadband service providers, those with more than one option could respond to a Copyright Alert by changing ISPs. Third, Internet providers benefit from infringement.

156. Memorandum of Understanding, supra note 153, at 14.
157. Id. at 4; see generally Mary LaFrance, Graduated Response by Industry Compact: Piercing the Black Box, 30 CARDOZO ARTS & ENT. L.J. 165 (2012) (describing the formulation of the Memorandum of Understanding and its components).
160. See Annemarie Bridy, Graduated Response and the Turn to Private Ordering in Online Copyright Enforcement, 89 OR. L. REV. 81, 101 (2010).
162. Some scholars suggest ISPs were willing to adopt six strikes because infringing content was overburdening their networks. See, e.g., Peter K. Yu, The Graduated Response, 62 FLA. L. REV. 1373, 1385 (2010) (“ISPs were annoyed by how Internet file-sharers have abused the service by hogging bandwidth, congesting the network, and reducing the overall user experience of most other subscribers.”). If this were true, one would expect ISPs independently to take voluntary measures, as Comcast did when it throttled BitTorrent. See Comcast v. FCC, 600 F.3d 642, 644 (D.C. Cir. 2010). The fact that ISPs did not do so strongly suggests that this argument for six strikes is incorrect.
Access to costless copyrighted material is attractive to some users, who are willing to pay for faster connections to stream or download the content.\textsuperscript{163} Reducing infringement would risk not only driving users away, but also making the ISPs’ services less attractive to them. In short, six strikes looked like a bad bargain for ISPs. So why agree to spend money for a program that seemed to offer only costs and not benefits?

The answer is likely jawboning. The Obama administration, via Intellectual Property Enforcement Coordinator Victoria Espinel, was intimately involved in the negotiations between the content companies and the ISPs—on the side of Hollywood.\textsuperscript{164} The administration had been interested in forcing ISPs to implement “graduated response” measures—penalizing and eventually disconnecting users who engage in intellectual property infringement—by including such a requirement in the international Anti-Counterfeiting Trade Agreement (ACTA).\textsuperscript{165} However, other countries negotiating ACTA balked\textsuperscript{166} and the final provisions did not include graduated response.\textsuperscript{167} A weak version of graduated response already existed as part of the safe harbor provisions for service providers in the DMCA,\textsuperscript{168} but it was viewed as inadequate by content companies.\textsuperscript{169}

Thwarted in the international arena, the administration turned to a different vehicle: private bargains between ISPs and content firms.\textsuperscript{170} Then-New York Attorney General Andrew Cuomo brought the two sides together for discussions in 2008,\textsuperscript{171} the same year that the Prioritizing Resources and Or-


\textsuperscript{165} See AdamCondeNast, ACTA Backs away from 3 Strikes, WIRED (Apr. 21, 2010, 4:10 PM), http://www.wired.com/2010/04/acta-treaty.

\textsuperscript{166} See id.


\textsuperscript{168} Digital Millennium Copyright Act, 17 U.S.C. § 512(i) (2012); see Perfect 10, Inc. v. CCBill L.L.C., 488 F.3d 1102, 1109–13 (9th Cir. 2007); Yu, supra note 162, at 1374, 1403–07.

\textsuperscript{169} See Bridy, supra note 167, at 572.

\textsuperscript{170} See generally Bridy, supra note 160 (discussing interindustry cooperation between rights owners and ISPs).

\textsuperscript{171} See David Kravets, ISPs To Disrupt Internet Access of Copyright Scoff-
ganization for Intellectual Property Act established the office of the Intellectual Property Enforcement Coordinator (IPEC) in the executive branch. President Obama appointed Victoria Espinel as his first IPEC, and the Senate confirmed her on December 4, 2009. She became involved in the six strikes negotiations immediately; on December 22, she received a list of the talking points for Sony Pictures’ CEO in the talks. The same month, Vice President Joe Biden convened a copyright enforcement meeting that included law enforcement, the IPEC, and content companies—but not ISPs.

Espinell’s role became plain by January 2010, when Alec French, the vice president of government relations at NBC Universal, asked her for help with “the cajole set of issues” in the bargaining with ISPs over graduated response. French was close enough to Espinel that he sent the request to her personal e-mail address. Espinel met with representatives of the Recording Industry Association of America, the Motion Picture Association of America (MPAA), and NBC Universal in September 2010 about the project; the meeting invitation from Espinel noted that it was on the birthday of one of the MPAA

---

177. See E-mail from Victoria Espinel to Alec French (Jan. 6, 2010), in REDACTED FOIA DOCUMENTS, supra note 174, at 60 (Espinell explaining “[I] only check my gmail intermittently now so much quicker to reach me on omb [sic] email”).
executives.178 And, in November 2010, Universal Music sent the ISPs’ proposed version of the agreement to Espinel.179 IPEC was plainly on Hollywood’s side. The administration and IPEC did more than just advise, though—they threatened ISPs with unfavorable legislation if the firms failed to reach a voluntary deal,180 part of a long track record of pro-copyright owner policy.181

The providers took the hint, agreeing to a Copyright Alert System, popularly titled “six strikes,” in mid-2011.182 Espinel trumpeted the deal in a post to the White House blog.183 In short, the Obama administration achieved through jawboning that which it was unable to get through international law.184

E. NETWORK NEUTRALITY: “I AM NOT A DINGO”185

Network neutrality is a hopeful jawboning story. Over the span of a decade, the Federal Communications Commission has moved its efforts to ensure non-discrimination for Internet traffic from jawboning vaguely grounded in non-binding policy statements to formal rulemaking that brings Internet carriage squarely under the Commission’s authority.

178. Meeting Invitation from Victoria Espinel to James Schuelke, Kathleen Seighman, and Alan Hoffman, in REDACTED FOIA DOCUMENTS, supra note 174, at 49. The meeting was set for September 7, 2010.
179. E-mail from Matthew Gerson to Victoria Espinel (Nov. 12, 2010), in REDACTED FOIA DOCUMENTS, supra note 174, at 2 (including the “ISPs’ proposed cleanup of the draft agreement”).
182. See Mick, supra note 180. The Memorandum of Understanding was signed on July 6, 2011. See MEMORANDUM OF UNDERSTANDING, supra note 153.
185. Tom Risen, FCC Chairman Tom Wheeler: “I Am Not a Dingo,” U.S. NEWS & WORLD REP. (June 13, 2014), http://www.usnews.com/news/blogs/washington-whispers/2014/06/13/fcc-chairman-tom-wheeler-i-am-not-a-dingo. Wheeler was responding to comedian John Oliver’s criticism of his background as a telecommunications industry lobbyist; Oliver proclaimed that hiring Wheeler as FCC Chair was “the equivalent of needing a babysitter and hiring a dingo.” Id. Thanks to Alan Trammell for this reference.
The path began in rural North Carolina in 2004. The local telecommunications company, Madison River Communications, noted an increase in customers using Voice over Internet Protocol (VoIP) to make long-distance telephone calls. VoIP calls undercut Madison River’s profitable long-distance service over the conventional telephone system. The firm turned to self-help: it blocked VoIP traffic on its network. Customers complained to the VoIP provider Vonage and the FCC launched an investigation. Madison River surrendered quickly: on March 3, 2005, the FCC announced a settlement, under which the company would cease blocking VoIP and would pay a voluntary fine of $15,000. Formally, the Commission based its decision on its ability to ensure that common carriers engage in practices that are “just and reasonable.” However, since this was the first instance of the FCC regulating blocking of an Internet application, it was not plain that the practice fell within its statutory remit.

The real rationale for the FCC’s action against Madison River had emerged a year earlier, in a speech titled “Preserving Internet Freedom: Guiding Principles for the Industry” by Chair Michael Powell. Powell outlined the benefits of Inter-
net freedom, noting that most providers already offered open
access to their customers. He pledged to be vigilant, though,
to “keep a sharp eye on market practices.” To offer Internet
firms a “clear road map,” he challenged them to preserve four
“Internet Freedoms”: freedom to access content, use applica-
tions, attach personal devices, and obtain service plan infor-
mation. While the FCC nominally grounded its enforcement
action in its authorizing statute, the truth is that “Madison
River was the first major case of the FCC going after a com-
pany for violating open Internet principles” set out in Powell’s
speech.

In August 2005, the FCC removed the common carriage ra-
sonale for network neutrality regulation by reclassifying
wireline broadband Internet access as an information service.
Instead, the Commission adopted—on the same day—a state-
ment of principles putatively based upon a congressional di-
rective to encourage broadband deployment, but in fact enacting
Powell’s Internet Freedoms as policy. There were four
expressly non-binding principles. First, consumers could ac-
cess all lawful Internet content. Second, users could run appli-
cations and services subject to law enforcement needs. Third,
customers could connect to legal devices that did not harm the
network. Finally, Americans should enjoy competition among
providers of networks, applications, services, and content.

The FCC did not have to wait long to test its policy state-

---

196. Powell, supra note 195, at 3.
197. Id.
198. Id. at 5–6.
cations Act of 1996 and directing FCC to “encourage the deployment on a rea-
sonable and timely basis of advanced telecommunications capability to all
Americans”).
203. Id. at 3.
In 2007, Comcast customer Robb Topolski noticed he was having trouble using the BitTorrent peer-to-peer application despite his speedy broadband connection. The technologically-talented Topolski ran tests that confirmed his troubles: Comcast was deliberately interfering with BitTorrent to slow its use. The public interest groups Free Press and Public Knowledge filed complaints with the FCC, which moved to investigate. At a Senate committee hearing the following April, FCC Chair Kevin Martin rejected calls for network neutrality legislation, noting that the 2005 open Internet policy statement enabled the Commission to act on a case-by-case basis—a claim disputed by senators on the committee. In August 2008, the FCC moved to prohibit Comcast’s interference with peer-to-peer traffic. While the Commission dutifully cited its ancillary statutory authority as one set of grounds for the enforcement action, the first authority it pointed to was the 2005 statement—and the FCC noted the case was about “authority to enforce federal policy,” rather than any statutory grant. Comcast appealed the agency’s decision to the D.C. Circuit Court of Appeals, which ruled that a policy statement was insufficient basis for enforcement, since policies “[were] not delegations of regulatory authority.” Moreover, the FCC’s claims to ancillary authority failed for lack of a predicate: the agency did not identify any statutory power to which its operations were tied. The anti-throttling order was reversed.

While the Comcast case proceeded in the D.C. Circuit, the FCC moved once again to make its policy mandates more closely tied to its formal authority. In October 2009, the Commission

205. See id. Interestingly, the technique Comcast used is quite similar to the one that China’s Great Firewall employs. See Bulletin 05: Probing Chinese Search Engine Filtering, OPENNET INITIATIVE, (Aug. 19, 2004), https://opennet.net/bulletins/005 (describing use of RST packets at TCP level).
209. Id. at 7–17.
210. Id. at 15 (emphasis added).
211. Comcast Corp. v. FCC, 600 F.3d 642, 654 (D.C. Cir. 2010).
212. Id. at 658–61.
proposed open Internet rules to be a “codification of the existing Internet policy principles” along with “additional principles of nondiscrimination and transparency” based on its statutory powers under Section 706(a) of the Telecommunications Act of 1996. After receiving public comments, the FCC adopted the rules as its Open Internet Order in December 2010. While the Commission linked its policy prescriptions to a specific grant of statutory authority, its effort was nonetheless challenged before the D.C. Circuit, this time by Verizon. The Court of Appeals agreed with the Commission that it had authority under Section 706(a) to regulate net neutrality—a significant victory for the FCC—but rejected the anti-discrimination and anti-blocking rules. The D.C. Circuit found that these rules effectively treated network providers as common carriers, contrary to the FCC’s earlier decisions to remove providers from the common carriage regime of Title II.

To effectuate the principles first outlined by Powell in 2004, the FCC would have to go the last mile for net neutrality: reclassifying broadband Internet service as subject to Title II. FCC Chair Tom Wheeler sought to do just that—proposing the “FCC use its Title II authority to implement and enforce open internet protections.” The full Commission voted to adopt his proposal on February 26, 2015. Thus, with network neutrali-

214. Id. at 36–37.
217. Verizon v. FCC, No. 11-1355, slip op. at 17 (D.C. Cir. 2014) (“[W]e start and end our analysis with section 706 of the 1996 Telecommunications Act, which . . . furnishes the Commission with the requisite affirmative authority to adopt the regulations.”).
218. Id. at 63.
219. Id. at 45–60.
220. See id. at 10–12; John Blevins, A Fragile Foundation—The Role of “Intermodal” and “Facilities-Based” Competition in Communications Policy, 60 ALA. L. REV. 241, 252 n.42 (2009).
221. Wheeler, supra note 3.
ty, the FCC has gradually shifted from jawboning—enforcement based on an official’s speech, sparsely grounded in statute—to full-fledged rulemaking within the FCC’s statutory powers.223

The FCC’s net neutrality enforcement efforts show encouraging improvements in legitimacy over time. They offer a useful case study both of jawboning’s edges and of how state actors can make their conduct more legitimate. At first, the FCC used informal enforcement of its general common carriage rules to force a quick settlement with Madison River, even though the Commission would remove any force common carriage had a few months later. Now, the Commission has adopted, through formal rulemaking, a scheme that subjects Internet access and carriage to classic Title II common carriage. Those rules are certain to be challenged in court, but from the perspective of legitimacy, that is a benefit rather than a drawback: by proceeding (albeit reluctantly) to move net neutrality under the shield of Title II, the FCC has helped regulated entities to obtain both clarity and accountability. This is a lesson other state actors could learn from.

This Part has documented the rise in jawboning as a tactic employed by government to press Internet platforms to carry out the state’s wishes. It is a popular method for regulators, especially when their formal authority is constrained. Jawboning often occurs out of the limelight, and can be difficult (or at least quite costly) to resist. Next, the Article turns to a normative evaluation of jawboning and other government enforcement methods.

II. A TAXONOMY OF GOVERNMENT PRESSURES AND THEIR LEGITIMACY

This Part seeks to define when governmental pressures on Internet platforms are, or are not, legitimate. First, it places the Article’s argument in context by explaining why Internet intermediaries are highly vulnerable to informal pressures from state actors. Next, it builds a taxonomy of government pressures along two dimensions: compulsion and authority. Then, it offers two methodologies—one grounded in constitutional structure, the other in process-based approaches to governance—to assess the legitimacy of jawboning, and to explain why this type of government action should be censured.

223. The Commission’s power to classify broadband as under, or outside, Title II was confirmed by the Supreme Court in Nat’l Cable & Telecommunications Ass’n v. Brand X Internet Servs., 545 U.S. 967 (2005).
A. Knuckling Under

Internet platforms are the keystone species of the online ecosystem, and like those species, they are vulnerable to pressures. Platforms connect content creators with readers and listeners. The power and weakness of Internet platforms is that they are intermediaries. Unlike broadcast television stations and record labels of the twentieth century, Internet services carry predominantly if not exclusively content created by others. They help to solve the problem of attention scarcity: users with limited time must decide what drops to drink out of a sea of content. Platforms' choices, though, are of surpassing importance. They determine what information is available, and salient, for consumers. With Google search results, for example, sites not listed on the first two pages rarely receive click-throughs from users. Lower-ranked sites are less visible, and unranked ones are effectively invisible. Accordingly, platform decisions to remove or de-emphasize content have particular force. Unfortunately, platforms are unusually vulnerable to
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226. Cf. Kreimer, supra note 57, at 16–18 (“Unable to reach those who originate or receive communications, official actors have sought to exert pressure on intermediaries . . . .”).


228. While studies vary in precise details, nearly all show a powerful relationship between placement in Google’s search results and click-through rates (the rate at which a search user clicks a given result). See, e.g., Danny Goodwin, Top Google Result Gets 36.4% of Clicks [Study], SEARCH ENGINE WATCH (Apr. 21, 2011), http://searchenginewatch.com/sew/news/2049695/top-google-result-gets-364-clicks-study (noting a study that found “ranking beyond Page 2 . . . has almost no business value”); Eric Siu, 24 Eye-Popping SEO Statistics, SEARCH ENGINE J. (Apr. 19, 2012), http://www.searchenginejournal.com/24-eye-popping-seo-statistics/42665 (“[Seventy-five percent] of users never scroll past the first page of search results.”).

government pressures, both formal and informal.

Platforms’ gatekeeping function makes them a natural target for enforcement. It is far easier and more effective to impose controls upon an intermediary than upon a host of dispersed speakers who may be difficult to identify, located outside the regulators’ jurisdiction, or judgment-proof. Platforms draw attention because government actors have scarce resources too and want the greatest effect for a given investment in enforcement. Furthermore, online information by default does not follow geographic or jurisdictional boundaries. A platform will typically be subject to the actions of an array of regulators. For example, where state officials are empowered to enforce intellectual property laws such as trade secret theft, intermediaries must expect to come under the supervision of state attorneys general in addition to federal actors who enforce copyright and anti-counterfeiting statutes.

Externalities also create skewed incentives for platforms. Firms that host disfavored content reap little benefit, since any single user or source generates but tiny revenue for the platform. However, they face the full force of any legal liability or public disapproval that attends that material. The cost-benefit calculus is clear: it makes sense to censor anything questionable. The problem worsens with content that represents a minority viewpoint: the return from keeping it online is further diminished, and appeals by government or dissatisfied civil society groups may have greater appeal (and hence greater cost to the platform) from the majority of users.

Moreover, platforms face a powerful information asymmetry that compounds the economic bias towards censorship. They have far less information about whether content is lawful, or disreputable, than the creator does, and investigation to gain that knowledge can be costly at scale. Here, too, the cost-

230. See Kreimer, supra note 57, at 17.

231. See Mann & Belzley, supra note 55, at 259.


234. See Kreimer, supra note 57, at 28–29.

235. See id.

236. See id. at 29–30.

237. See id. at 28–29.

benefit analysis favors complying with pressures to remove content rather than to resist or obtain more information. Where the platform creates the content, it bears the full weight of decisions to delete or promote it, but where others do so, it only bears the marginal cost of that author’s favor or popularity in doing so. This is especially true with minority viewpoints, such as LGBT content, where hosting the material is likely neither profitable nor popular.

There might be a market niche for firms that vow to resist jawboning. However, it is hard to credibly signal that commitment, particularly since firms effectively must comply with some content removal requirements to stay within the ambit of safe harbors for copyright infringement, trademark infringement, child pornography violations, and the like. It is possible to generate such a signal—Ripoff Report has upheld its pledge not to remove user-posted reviews, at the cost of considerable litigation—but it is difficult.

The statutes and doctrinal developments protecting platforms that take sufficient precautions, such as removing content that allegedly infringes intellectual property rights upon notification, are a two-edged sword. The safe harbors themselves relieve platforms from liability risk, but compliance with them also demonstrates that intermediaries are capable of filtering content. This creates a slippery slope: Internet services that can remove content-infringing copyright upon notice can presumably also disable access to revenge porn, defamation, hate speech, pornography, threats, and other un-
savory material. As a legal matter, platforms can point to statutory and common law safe harbors as the reasons for their removal of content, but refusing to filter other material becomes more difficult as a practical matter (they clearly have the capabilities) and as a normative one (is copyright infringement worse than hate speech?). In addition, some firms, such as Google, engage in additional filtering. They remove child porn, terrorism sites, and sensitive personal information from results, even though the law does not compel or encourage them to do so. These voluntary efforts, while likely laudable, further limit platforms’ moral basis for refusing to engage in further removals.

Put crudely, Internet platforms face structural incentives to knuckle under government jawboning over content.

B. A TAXONOMY OF PRESSURES

Government pressures can be usefully mapped along two dimensions: authority and compulsion. This Article argues that informal pressures on Internet platforms by government become problematic as the state’s actions increase in compulsion, decrease in authority, or both. First, as the level of compulsion of the state’s effort to influence the platform increases, that effort becomes more potentially problematic. The ends of the continuum are clear. At one pole, the state expresses its opinion or position without consequence—it evinces a preference for how the platform ought to behave, but its statements are hortatory. At the other pole, the state’s views are backed by an overt threat of action that will have material consequences for the ISP. As the government’s command is backed by greater force, it is more suspect—or, put another way, requires greater justification.

Second, as the legal basis for the state’s actions becomes less certain, those efforts become more potentially problematic.
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254. Speech may have negative reputational consequences, but like criticism of other varieties, that type of injury is not troublesome here.
255. See supra notes 21–27 and accompanying text.
Here, too, the extremes of the spectrum are in clear focus. When the state operates on the basis of clear legal authority, as when the Environmental Protection Agency bargains with a polluter who has violated the Clean Water Act, informal resolution is not only untroubling, but often desirable.\(^{256}\) And when the state operates utterly without authority, as when law enforcement deliberately violates the rights of an innocent person, those actions are ultra vires and undoubtedly illegitimate.\(^{257}\)

The middle range is challenging to map for both dimensions. Any metric is vulnerable to question.\(^{258}\) However, the principle that this taxonomy develops is important: the more pressure the state applies, and the greater the stakes that accompany disobeying its wishes, the more those actions need scrutiny and justification. As a given pressure from the state involves greater compulsion and lesser authority, it is increasingly likely to constitute jawboning. Overall, the mapping looks like so:

\begin{center}
\begin{tabular}{c|c}
\hline
\textbf{Authority} & \\
\hline
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\hline
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Government Speech & Sanction \\
\hline
Absent & Jawboning \\
\hline
\end{tabular}
\end{center}


\(^{257}\) See, e.g., In re Gault, 387 U.S. 1, 28–31 (1967) (reversing the dismissal of a petition for a writ of habeas corpus after finding defendant’s due process rights were blatantly violated); see generally Jane R. Bambauer & Toni M. Massaro, Outrageous and Irrational, 100 Minn. L. Rev. 281 (2015).

Figure 1 - Taxonomy of Pressures

Examples may helpfully illustrate the schematic above. In the top right quadrant, the state is using well-defined regulatory authority to impose penalties, such as fines or incarceration, upon targets who have notice of these potential sanctions to guide their conduct. This set of activities represents, hopefully, the vast majority of state enforcement pressures. Putting aside concerns about the level of sanctions and the evenness of enforcement, government action in this quadrant is conventional and desirable. And those potential problems—unduly harsh penalties or discriminatory enforcement—are mitigated by constitutional doctrines such as equal protection, due process, and the ban on cruel and unusual punishment.

The upper left quadrant denotes forbearance by the state. Here, government can rely upon properly created and delineated authority, but decides to respond with less compulsory measures. The state may be forced to rely on lesser methods due to resource constraints—it is practically impossible to audit every tax return, but the Internal Revenue Service can denounce tax cheats at low cost. Or the government may decide to use suasive rather than punitive measures as a matter of policy, such as when the Obama administration decided not to enforce federal controlled substance laws that ban marijuana in states where the drug is legal under state law. This quadrant
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262. See Roper v. Simmons, 543 U.S. 551 (2005) (ruling that imposing the death penalty on minors is cruel and unusual punishment).
describes government action that utilizes less stringent measures than it is authorized to undertake.

The lower left quadrant is characterized by speech, counterspeech, or wishful thinking. Here, the government is employing measures that rely on prodding rather than penalties. President Obama’s criticism of *Citizens United v. FEC* at his 2010 State of the Union address, with the members of the Supreme Court in the audience, provides one exemplar.\(^{265}\) The president has no power to alter the Court’s decisions about the scope of the First Amendment, but he can upbraid the justices. Non-binding congressional resolutions over the nation’s foreign policy are another instance.\(^{266}\) State actions in this zone possess both minimal authorization and minimal consequences. There may be some risk of overreaction to governmental suasion here, but that overreaction can be corrected with little concern for repercussion.

The last type of pressure, found in the bottom right quadrant, is the most dangerous kind: it is where the state operates by threatening or imposing penalties that lack grounding in law. This is where jawboning resides. Examples of this type of conduct are less infrequent than one would hope. A San Francisco police sergeant arrested a public defender in a courthouse hallway for advising her client not to answer his questions; the chief of police subsequently defended the sergeant’s actions.\(^{267}\) President George W. Bush authorized the National Security Agency to conduct surveillance on Americans’ international telephone calls and e-mail traffic without obtaining either a Title III warrant or an order under the Foreign Intelligence Surveillance Act.\(^{268}\) Boston police officers arrested a man who recorded
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them with his cell phone camera while they were punching a man in the middle of Boston Common. Government officials and agents do bad things sometimes—they act with force or compulsion even when they clearly lack authority to do so. Here is where the state’s actions are increasingly illegitimate; they are not the product of legal authority, and hence are neither transparent nor accountable. The precise relationship between the variables—how decreasing authority and increasing sanction interact to produce a given level of legitimacy—is unclear. The mapping is a heuristic, not a mathematical plot. Greater sanctions, when backed by questionable authority, might be more legitimate than minor sanctions where a foundation in law is completely lacking, or the reverse might be true. Regardless of the exact formula, legitimacy generally decreases as the state employs greater penalties and as its legal foundation becomes less established.

This taxonomy usefully maps governmental pressures on Internet platforms. Legitimacy will increase as the state’s authority is increasingly formally specified, such as in statutes, binding judicial decisions, or properly-promulgated administrative regulations. The constraints of both formal rulemaking, such as the Administrative Procedures Act, and judicial review create accountability for regulators and push them to specify permitted and proscribed conduct with sufficient narrowness.


269. Glik v. Cunniffe, 655 F.3d 78, 85, 88 (1st Cir. 2011) (holding not only that the arrest violated Simon Glik’s rights under the First and Fourth Amendments, but that the officers involved were not entitled to qualified immunity, since those rights were clearly established).

270. Government actors might use lesser force or sanctions if they are aware that the justification for their actions is in question, or they might use greater force as a means of compensating psychologically. Cf. Brigham Daniels, When Agencies Go Nuclear: A Game Theoretic Approach to the Biggest Sticks in an Agency’s Arsenal, 80 GEO. WASH. L. REV. 442, 450, 454 (2012) (arguing that government agencies use threats of large regulatory penalties to broadly influence the regulation landscape).


Similarly, legitimacy rises as the strength of the enforcement sanction diminishes. The costs of error are simply lower, and erroneous decisions on content restrictions impose real harms. Since no process of review is perfect, some errors will persist, thus sacrificing accountability for those incorrectly targeted. There are also costs to underenforcement, but this scale is a relative measure. Legitimacy regarding compulsion can be thought of as analogous to the rule of lenity in criminal law: when comparing sanctions in a given case, the one marginally less severe is likely to be more legitimate.

Regulation by the state can be helpfully categorized based on specification of authority and level of compulsion. Where authority is vague and compulsion is high, the government is engaged in jawboning.

C. ASSESSING LEGITIMACY

Assessing the legitimacy of government actions to regulate information is challenging, but there are at least two different methodologies that indicate jawboning does not pass muster. The first looks to the jurisprudence and norms around the First Amendment. The second employs a process-based framework used to evaluate governance of online censorship. Both find that jawboning tends to lack legitimacy.

1. First Amendment Limits and Values

The First Amendment is both a substantive source of restrictions upon governmental action and an expression of deeply-held societal values. Both as doctrine and norm, the First Amendment means that the United States treats speech regulations differently than other legal rules—in particular, regimes that limit speech are generally viewed with skepticism.

273. See Kreimer, supra note 57, at 27–33.
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275. See Bambauer, Cybersieves, supra note 258, at 396–99.
278. See, e.g., United States v. Stevens, 559 U.S. 460, 470 (2010) (“The First Amendment’s guarantee of free speech does not extend only to categories of speech that survive an ad hoc balancing of relative social costs and benefits. The First Amendment itself reflects a judgment by the American people that
When government regulates optometrists or teeth whitening, its efforts enjoy almost complete deference from judicial review. Only the most blatantly irrational decisions are subject to reversal. By contrast, laws directed at speech generally draw heightened scrutiny, and regulations aimed at specific content face strict scrutiny and near-certain invalidation. Federal and state governments alike have found clever means to circumvent the restrictions that the First Amendment places upon their abilities to regulate speech because of its content, from funding to the use of putatively unrelated laws to a range of informal pressures. Those workarounds, however, drive home the point: the background legal rule and societal norm is that government regulation of speech is presumptively suspect. A second-order result of this presumption against speech regulation is that rules restricting content must be relatively clear and well-defined. Ambiguity in what material falls within a rule’s proscription is usually fatal.

The First Amendment importantly constrains the powers of the state. The federal government is not only an organ of enumerated and limited powers, but it must exercise those powers subject to the First Amendment’s dictates. This approach, exemplified by the work of Philip Hamburger, treats the benefits of its restrictions on the Government outweigh the costs.”
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283. See Brown v. Entm’t Merchs. Ass’n, 131 S. Ct. 2729, 2738 (2011) (“Because the [challenged] Act imposes a restriction on the content of protected speech, it is invalid unless California can demonstrate that it passes strict scrutiny—that is, unless it is justified by a compelling government interest and is narrowly drawn to serve that interest.”). See generally United States v. Carolene Prods. Co., 304 U.S. 144, 152 n.4 (1938) (“There may be narrower scope for operation of the presumption of constitutionality when legislation appears on its face to be within a specific prohibition of the Constitution, such as those of the first ten amendments . . . .”).
284. See Bambauer, Orwell’s Armchair, supra note 58.
the Amendment principally as a check upon government rather than as an individual entitlement conferred upon citizens.\textsuperscript{287} Constraining the government’s ability to regulate speech is useful, and desirable, even if no one speaks. The distinction between limit and entitlement is that individual entitlements can be reallocated as the holders think best, but limits have been societally determined and cannot be unilaterally shifted.\textsuperscript{288} This approach suggests that governmental attempts to exceed those limits are not legitimate, even if they escape constitutional sanction by reviewing courts.\textsuperscript{289}

First Amendment doctrine has at times been attentive to informal and indirect regulations of speech. For example, the Supreme Court invalidated a Minnesota tax on paper and ink used in publishing newspapers.\textsuperscript{290} The Court noted that the tax singled out the press for special—and negative—treatment.\textsuperscript{291} Moreover, the sizable exemption built into the tax code meant that only a few Minnesota publishers were effectively subject to the levy; the state seemed to have targeted a subgroup of the press.\textsuperscript{292} The Court dealt similarly with a Louisiana tax on newspapers with circulation greater than 20,000 copies per week,\textsuperscript{293} and with an Arkansas sales tax scheme that exempted magazines on certain subjects.\textsuperscript{294} Skepticism about informal modes of enforcement goes beyond taxation. Rhode Island set up a “Commission to Encourage Morality in Youth” to review publications for obscenity and indecency.\textsuperscript{295} When the Commission determined that a piece of printed matter was not suitable for consumption by minors, it
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would notify distributors by letter, asking for their cooperation in removing the material from circulation.\textsuperscript{296} While the Commission itself lacked enforcement power, its letters invariably noted that the body could suggest targets for prosecution to the Attorney General.\textsuperscript{297} The Supreme Court invalidated the statute establishing the Commission, noting that “informal censorship may sufficiently inhibit the circulation of publications to warrant injunctive relief.”\textsuperscript{298} The Court’s admonition that “freedoms of expression must be ringed about with adequate bulwarks”\textsuperscript{299} has led to the development of buffer zones even around unprotected content such as defamation,\textsuperscript{300} obscenity,\textsuperscript{301} and incitement.\textsuperscript{302} These cases suggest that the Court patrols, at least occasionally, for indirect means of regulating speech.

The doctrine and norms of the First Amendment suggest why jawboning is particularly problematic in the context of Internet information: state actions that would be unexceptional in other contexts can be illegitimate when they touch speech.\textsuperscript{303} The Constitution sets the default for efforts to regulate information: governments must justify their attempts to do so. They routinely overreach with speech-related laws and rules; indeed, the recent history of Supreme Court First Amendment jurisprudence is a rogue’s gallery of popular yet unconstitutional legislation.\textsuperscript{304} Private bargains over information take place un-
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der circumstances lacking not only judicial review, but also the constraints and trade-offs of the legislative or administrative rulemaking processes. Attempts to regulate speech often fail during the legislative or administrative agency process, and when they succeed, they face a skeptical judiciary. State actors are likely to reach for more than they can grasp through formal modes of enforcement.

Put simply, America worries about governmental restrictions on speech. The country has a deeply-held normative conviction that speech regulation ought to pass through the crucible of democratic processes and judicial review. We should be suspicious when government seeks to obtain results from private bargains that would be uncertain at best through formal public processes, from parties structurally inclined to concede the point.

2. Process and Information Restrictions

The second approach to assessing legitimacy is to examine the process by which the restriction is generated. In prior works, I elucidated and applied a methodology for normative judgments of online censorship, focusing on whether the decisions to censor are open, transparent, narrowly targeted, and accountable. This formula can be used to evaluate informal government pressures as well as formal rules; indeed, many systems of online control depend upon a blend of public and private efforts. This Article now employs the process-based framework to compare informal methods of altering platforms’ content decisions to more formal mechanisms.


306. See Bambauer, Cybersieves, supra note 258.


308. See Bambauer, Cybersieves, supra note 258, at 390-409.

Openness varies: the government discloses some jawboning publicly, but pressures often begin (and sometimes remain) behind closed doors. The concern regarding openness is strategic behavior—regulators will tend to keep their efforts quiet when it suits their interests, and to trumpet them when they wish to add public pressure to their schemes. At minimum, jawboning is inherently less open than formal rulemaking through legislation, adjudication, or administrative procedure. In addition, regulators disclose informal efforts intermittently at best. Relative to more formal mechanisms, jawboning fares poorly on the openness criterion.

The transparency analysis is similar to that for openness. Transparency measures whether regulators are clear about what content is proscribed, in addition to whether content restrictions should be put in place (which is measured by openness). While the level of transparency will vary with the specifics of the governmental effort, there is no reason to think that requests to remove, for example, material that infringes copyright or that constitutes child pornography will be less specific and comprehensible to platforms than formal regulations that so specify. Generally, more formal means are more transparent, because informal statements may be ephemeral. Here, though, the relationship between regulator and regulated diminishes that concern. Where there is uncertainty, platforms can likely seek informal assistance from regulators, who are likely to clarify areas of uncertainty; this method may be superior from a cost perspective. Thus, for transparency, jawboning does not seem worse than formal regulation, and it may have some advantages.
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314. Cf. Bambauer, Cybersieves, supra note 258, at 394–95 (“States can disclose what material they block either formally, such as through codification in press regulations, or informally, such as in statements by government officials. Formal criteria are more transparent; citizens have greater access to documented rules than to oral utterances.” (footnotes omitted)).
Jawboning is unlikely to target proscribed content narrowly. In theory, informal pressures could carefully concentrate only upon unlawful material. If they aim only at content designated as illegal through legitimate procedures, these efforts are less likely to be problematic. While there is the problem of underinclusive enforcement, the government can choose to start by tackling part of the issue. Regulators may be less likely to use informal means to pursue unlawful content, in part because they generally do not need to. However, governments may decide to apply pressure to platforms even when the content is not unlawful as to the firms (rather than their users). Jawboning is thus wide in practice, even if narrow in theory.

The largest legitimacy challenge for jawboning is accountability. In the United States, all government officials are ultimately accountable to the polity, though varying levels of effort are required to remove them. The accountability analysis, though, is more subtle than merely probing for whether constituents vote for their officials. Citizens' power
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to elect their government may be transitory\textsuperscript{321} or illusory\textsuperscript{322}; in a federal system, a regulator in one state may take action with spillover effects into other states, where residents cannot force the regulator to feel their disapprobation.\textsuperscript{323} The accountability analysis incorporates four parts: first, democratic participation; second, specification of authority; third, opportunity to challenge; and fourth, countermajoritarian constraints.\textsuperscript{324} In the U.S., jawboning passes muster on the first—state actors are elected, or report to those who have been—but falters on the others. The second piece of the accountability test measures whether the state’s legal authority to demand removal or alteration of content is clearly delineated.\textsuperscript{325} Express selection of content still may not be sufficiently precise, such as with statutes prohibiting online services from making indecent material available to minors.\textsuperscript{326} Overly broad proscriptions can enable regulators to pursue violators arbitrarily or as pretext for other motives.\textsuperscript{327}

The opportunity to challenge is, formally, likely to be present in nearly all contexts.\textsuperscript{328} However, the challenge itself comes at a cost. At minimum, the platform contesting informal efforts has to invest time and resources.\textsuperscript{329} Lawyers are not cheap. Further, the switch to formal mechanisms, such as a
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lawsuit, is virtually certain to draw publicity. As Tim Wu notes, sometimes publicity itself is punishment.330 Going public can draw in other parties, either those with affected interests or those acting opportunistically.331 For the regulator, part of the benefit of jawboning is that it transfers much of the costs of enforcement to the target entity; rather than engaging in expensive rulemaking or adjudication, the government can persuade or threaten, and force the target to seek recourse through more costly channels.332 Companies do occasionally stand up to the regulator on principle. For example, Yahoo! challenged a gag order contained in a subpoena for information on one of its users in federal court.333 The government sought to keep Yahoo! from informing the user indefinitely, rather than for the usual 60- or 90-day limit.334 The Internet firm’s successful effort meant that it could tell the user they were under investigation—valuable to that person, but only minimally so to the company.335 While Yahoo! likely earned reputational benefit in some circles, it is difficult to believe the bump in prestige would offset the costs.336 Again, platforms are unlikely to internalize the benefits of a challenge, in the same way that some of the costs of regulation fall upon users rather than the firm. Thus, even though regulated parties do possess the power to challenge jawboning, they will often be deterred from doing so.337
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The last prong in the accountability analysis tests whether there are countermajoritarian constraints on censorship decisions. As with opportunity to challenge, those constraints are formally present via judicial challenge to jawboning, among other options. But the initial interaction lacks direct constraints—regulators are either elected or answer to elected officials. They have few incentives to consider minority viewpoints, so long as those viewpoints are not those of powerful interest groups. Informal enforcement will generally lack countermajoritarian constraints, since there is no neutral arbiter—only the regulator and the regulated. Moreover, procedural hurdles—including doctrines such as standing and ripeness—may limit targets’ ability to challenge informal enforcement, thereby obviating the role of courts as a countermajoritarian check.

When comparing more formal modes of enforcement to less formal ones, both the process-based approach and the constitutional structure and values approach manifest a distinct preference for the formal. Formal mechanisms are generally more open and accountable, and better comport with America’s structural reluctance to countenance speech restrictions.

III. WHAT IS TO BE DONE?

If jawboning is both illegitimate and sufficiently widespread to warrant remediation, what is to be done? This Part
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reviews first the considerable challenges to cabining jawboning. Then, it explores and evaluates the options to do so.

A. CHALLENGES

Jawboning is difficult to constrain for a variety of reasons. First, government can effectively threaten platforms even when its underlying legal authority is unclear, or its capability to obtain such authority in the future is uncertain. Firms must bear the costs of clarifying the scope of the state’s power, either by challenging it or by incurring risk of future, formal enforcement. Even if the state actor lacks authority at present, she could seek it through rulemaking or legislation, leaving the target in an even worse position since the ambiguity would vanish. 342 For the regulated, predicting whether a regulator has the political clout to obtain new authority is risky business. 343 Even efforts likely to fail may force firms to expend resources in lobbying against them, just to be certain of the outcome. In short, the state uses the cost calculus of uncertainty and transactional expenses to push firms to comply.

Second, platforms may lack incentives to try to cabin jawboning. 344 A platform that resists pressure creates, in effect, a public good—clarifying the scope of governmental authority—but it captures only a small fraction of the benefit of that good, leading to underproduction. 345 Firms may also have strategic reasons to favor, even subtly, jawboning. 346 Close relationships with regulators may mean that the informal guidance
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needed to comply is more readily available to existing firms than to new market entrants. The sheer opacity of enforcement can helpfully create barriers to entry—and thus competition.

Third, jawboning operates offstage and is hard to detect. Government frequently operates in private—behind closed doors, where countervailing forces and pressures are excluded.347 A lack of transparency impedes efforts to check jawboning.348 It may be hard to determine the frequency with which it is employed. The state may credibly threaten greater or additional penalties if the target reveals government pressure.349 The federal government has not hesitated to employ this type of leverage. For example, when the telecommunications firm Qwest refused the National Security Agency’s request to provide phone records without a warrant, the government allegedly withdrew contracts worth hundreds of millions of dollars. Conversely, the government can go public with its concerns with virtually no fear of penalty.351 Moreover, public enforcers may engage in misdirection. They may lie. Project Goliath supplies a cogent example: Attorney General Hood sought to pressure Google under the guise of concern over trafficking in illegal pharmaceuticals, pornography, and stolen credit cards, when his real rationale was Hollywood’s loathing of copyright infringement.352 His true motivation came to light only when

347. See Mark Fenster, The Opacity of Transparency, 91 IOWA L. REV. 885, 934 (2006) ("[Agencies that face avoidable openness requirements may operate in the ways transparency theory anticipates, by disclosing what they must while keeping secret that which is best left undisclosed . . . .]").


349. See Order Denying Motion Pursuant to 18 U.S.C. § 2705(b), In re Grand Jury Subpoena for: [Redacted@yahoo.com], No. 5:15-xr-90096-PSG (N.D. Cal. Feb. 5, 2015) (rejecting government’s motion to prevent Yahoo! from disclosing grand jury subpoena for indefinite period on First Amendment grounds); Kim Zetter, "John Doe" Who Fought FBI Spying Freed from Gag Order After 6 Years, WIRED (Aug. 10, 2010), http://www.wired.com/2010/08/nsl-gag-order-lifted (describing ISP owner who fought gag order regarding National Security Letter, and noting that “the letter’s gag order ‘was totally clear that they were saying that I couldn’t speak to a lawyer’”).
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the Sony Pictures hack caused a trove of e-mail messages about Project Goliath to emerge. This misdirection lets government optimize its rationale for intervention, even when that rationale is less than the truth.

Fourth, the primary source of checks on the elected branches—judicial intervention—is dramatically limited by doctrine. Targets of jawboning may have trouble proving standing under Article III, since it may be hard to demonstrate sufficient fear of enforcement from informal demands and discussions. Similarly, remedies are challenging—courts may be reluctant to intervene in the operations of their co-equal branches. In particular, judges may be chary of enjoining what appears to be government speech—a category of expression nearly free of constitutional limitations. The boundary between threats and speech is hard enough to divine when dealing with private actors; with government, it is yet more difficult.

Targets of jawboning may be trapped in a paradox: facing enough risk of enforcement to prompt action, but not enough to trigger judicial review.

Lastly, there may be risks of second-order jawboning in some cases. For example, Internet firms that do business with
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the government may be motivated to respond to state preferences, or risk seemingly unconnected penalties in contracting. Or, principal-agent divergence may cause problems. A number of top executives at companies such as Google and Twitter have moved between the government and the private sector, particularly in the Obama administration.358 Others may be motivated to nudge their firms to comply so as to remain viable candidates for government jobs. This possibility requires a signaling mechanism—the target must know about the causal link between lack of compliance and the seemingly unrelated penalty—but repeated interactions over time may provide the necessary clues.

These barriers to resisting jawboning only serve to reinforce the power of the tactic against platforms. Regulators can use threats and other informal enforcement tools to prod recalcitrant Internet firms, knowing that structural factors push towards compliance. The next Section examines options to shift this calculus.

B. PARTIAL REMEDIES

With these challenges in mind, four possibilities bear consideration: changing legal doctrine to alter jawboning, using reputational rewards and sanctions, encouraging transparency, and framing the practice as illegitimate.

1. Limits Through Law

One could attempt to limit jawboning through law. This would build on the extant, though scanty, constitutional protections for platforms that might bar at least some jawboning. The unconstitutional conditions doctrine limits the bargains government can strike when it demands the surrender of one constitutional right to obtain a benefit. The doctrine likely constrains informal pressures well at the edges—when the state demands a decision about content without any legal authority to regulate that content. That looks like duress, or a one-sided bargain: government gains a benefit without surrendering anything. With Project Goliath, this analysis is straightforward. The state attorneys general have nothing to trade for Google’s compliance with their demands. With data retention, the calculus is harder—it’s not at all clear that the government’s threat to seek legislation mandating records retention is a nullity. However, in anything but edge cases, the unconstitutional conditions doctrine is an enigma wrapped in a mystery—its boundaries, terms, and justifications are uncertain at
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best and arbitrary at worst. It is not clear when the unconstitutional conditions doctrine is triggered, nor what methodology courts use to resolve cases when it is. This aspect of constitutional law cannot reliably check jawboning.

Other legal options founder on practical considerations. Regulators could simply forbear from employing jawboning, but that disposes of the problem via wishful thinking. Congress could limit the executive's scope of freedom by imposing statutory constraints, as it has done with the Federal Trade Commission (FTC) and Environmental Protection Agency (EPA). This would narrow, but not eliminate, executive branch enforcement. For example, despite the significant limitations on its substantive rulemaking authority, the FTC has effectively become the chief privacy regulator for the U.S., establishing a pattern of settlements that constitute a type of common law for the area. And this possibility assumes that Congress wants to check executive jawboning, which was not

363. See Bambauer, Orwell’s Armchair, supra note 58, at 917 (arguing that the logic of the unconstitutional conditions doctrine is unclear and that courts engage in guesswork when utilizing the doctrine); Richard A. Epstein, Unconstitutional Conditions, State Power, and the Limits of Consent, 102 Harv. L. Rev. 4, 11 (1988) (“The academic literature sensibly recognizes the essential place that the [unconstitutional conditions] doctrine occupies in modern constitutional law, but it makes far less sense when it attempts to explain how the doctrine arises or what it does.”); Hamburger, supra note 58, at 487–88 (describing how case law is confusing because courts reach decisions before fully understanding the issue).
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367. See Solove & Hartzog, supra note 337, at 585–86 (explaining how FTC jurisprudence is the “broadest and most influential regulating force on information privacy” and that companies analyze the settlement agreements to guide their decisions). But see Justin Hurwitz, Data Security and the FTC’s UnCommon Law, Iowa L. Rev. (forthcoming 2015) (manuscript at 20) (on file with author) (arguing that the FTC’s discretion to select cases it will hear is a “clear departure from the common law”).
the case in the data retention debate at least. The executive branch could impose its own internal controls on informal enforcement. For example, the Department of Justice requires that U.S. Attorneys obtain approval from designated senior officials, such as the Associate Attorney General, before entering into bargains allowing pleas of *nolo contendere*. However, the executive is not likely to limit significantly its own enforcement powers and discretion. This option, too, assumes the problem away. Put simply, the political branches find jawboning too easy, attractive, and powerful to impose meaningful internal or interbranch checks on the practice. And, the demands of the modern administrative state make regulators wary of limiting informal enforcement.

2. Reputational Consequences

A second possibility is for private entities such as consumers and civil society groups to generate approbation for platform resistance to jawboning, and disapprobation for acquiescence. They should applaud Google when the firm keeps videos of police brutality on its YouTube site despite government pressure, and decry the search engine when it takes down offensive films based upon it. Increasing the reputational consequences to firms based on their decisions about whether to submit to jawboning seem initially to have the moral calculus backwards—a form of blaming the victim. However, this method constrains government from a different angle. Firms will inevitably vary with how pliant they are in responding to informal enforcement.
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state pressures. For example, under the administration of President George W. Bush, the National Security Agency sought to obtain American citizens’ telephone records from telecommunications companies without a warrant.\textsuperscript{372} AT&T, Verizon, and BellSouth readily complied.\textsuperscript{373} Qwest refused.\textsuperscript{374} Imposing reputational consequences for those decisions would reward Qwest, relative to its competitors, for resisting jawboning to undertake illegal action.

Rewarding or punishing firms for resisting (or acquiescing to) jawboning would have at least two salutary effects. First, it can generate a market-based return—or penalty—that helps platform companies internalize the effects of their decisions. This could shift, though perhaps only partially, the structural incentives that lead intermediaries to comply so readily with informal measures. There is some evidence that this occurs when companies take inadequate precautions in other areas, such as cybersecurity. Researchers have found a small but significant negative effect on the stock price of firms that suffer a data breach.\textsuperscript{375} Second, if successful, these efforts can begin to drive industry expectations and norms. Those norms not only have soft power, they may be translated into pecuniary terms if investors such as socially-responsible mutual funds incorporate them into purchasing decisions. Soft power alone should not be discounted. Google’s decision to begin its Transparency Reports in 2010—which detail the number of requests such as copyright takedown notices and demands to remove content,\textsuperscript{376}—led a number of Internet firms to engage in the same disclosures.\textsuperscript{377}
norm of resistance can help ameliorate potential collective action problems with jawboning—but a company considering whether to comply must consider the possibility that if it balks, and competitors acquiesce, it will find itself a target for regulatory scrutiny.

The promise of reputational consequences is uncertain, though, because there are two impediments to implementation. Interested parties have to learn about jawboning attempts to respond to them. At minimum, disclosure is not routine: the Obama administration disclosed information about its pressures on ISPs to adopt Six Strikes only in response to a Freedom of Information Act (FoIA) lawsuit, and details about Project Goliath came to light as a result of the Sony hack (allegedly related to the movie “The Interview”). Neither movie studio cybersecurity breaches nor FoIA suits are the norm. Reputational sanctions can still operate in an environment of episodic disclosure, but they are likely less effective.

In addition, the mechanisms for imposing consequences are not perfectly understood. Stock divestment, social media campaigns, protests, critical media coverage, ratings by civil society groups—all of these contribute, but not in a consistent or predictable fashion. And effects might be short-lived. For many data breaches, stock prices recover completely after only a month. Using reputational penalties and rewards to counterbalance jawboning is an appealing concept, but one difficult to translate precisely into practice.


3. Transparency Encouragement

Encouraging Internet firms to be transparent—even imperfectly so—about jawboning efforts can usefully serve as a disinfectant against those measures. There are both internal and external mechanisms for transparency. Internal measures rely upon platforms’ cooperation, but Internet firms have been increasingly willing to disclose previously-concealed government enforcement efforts. The Electronic Frontier Foundation listed twenty-six online firms that published transparency reports in 2014—up from one, Google, four years earlier. Internet companies such as Google negotiated with the federal government to report aggregate data about the number of National Security Letters (NSL) that the firms receive on an annual basis.

Similarly, some companies, concerned that they may be legally barred from revealing whether they have received a specific warrant for user data, have begun to employ “warrant canaries.” A warrant canary is an inverse signal: it reports that the target platform has not received a warrant, subpoena, or NSL. When the canary disappears, users know the firm has
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received at least one demand for information. Apple, for example, includes this language in its 2013 Transparency Report: “Apple has never received an order under Section 215 of the USA Patriot Act.” In its next Report, that language disappeared, replaced by this notice: “To date, Apple has not received any orders for bulk data,” likely indicating that the company has received a more focused demand. Other companies with warrant canaries include SpiderOak, Tumblr, Pinterest, VikingVPN, and Wickr. While transparency reports provide more fine-grained detail than warrant canaries—they indicate both what demands were made and how the platform responded—both types of voluntary disclosures provide a model for how firms could increase transparency regarding jawboning.

It is also possible to have external transparency measures that do not depend upon firms’ cooperation. More extreme examples include the Sony Pictures hack and Edward Snowden’s disclosures. Guardians of Peace, the group that claimed responsibility for hacking Sony, released a huge volume of internal company documents that revealed not only creative tensions over the movie “The Interview,” but also the inner workings of Project Goliath and other private information. Snowden’s release of classified NSA documents showed that

---

387. Id. at 169.
389. Id. But see Iain Thomson, Apple’s Warrant Canary Riddle: Cock-up, Conspiracy, or Anti-Google Point-Scoring, REGISTER (Sept. 20, 2014), http://www.theregister.co.uk/2014/09/20/apples_warrant_canary_is_either_cockup_conspiracy_or_the_antigoogle_selling_point.
Microsoft voluntarily aided the NSA in decrypting information sent via the company’s Skype, Hotmail, and Outlook Web chat services.393 Less glamorously, Comcast user Robb Topolski was able to verify that his ISP was not complying with the FCC’s jawboning over net neutrality: by running a packet sniffer, he confirmed that Comcast was throttling BitTorrent.394 Similarly, users could monitor Google’s search results—if sites known to infringe copyrighted materials suddenly vanished, they could infer that the company had decided to comply with pressures from state or federal government officials.395 At a more abstract level, civil society groups could encourage transparency by tabulating and rating the measures firms take to reveal measures such as jawboning.

Whether internal or external, transparency measures are valuable to constraining jawboning. Users, consumers, and civil society organizations should encourage transparency by firms, both as a virtue in itself and as an input into other mechanisms for checking the practice.

4. Normative Labeling

The last possibility is entirely suasive; definitively delineating jawboning as illegitimate can decrease its use. This option provides platforms with rhetorical cover—calling out the
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government as “jawboning” has the same effect as accusing the government of “censorship.” Painting government efforts as unlawful or simply normatively wrong can have considerable power. Attorney General Hood backed off his efforts to pressure Google once his jawboning came to light. Labeling sets the terms of the debate. It leverages framing by forcing the government to explain why it is not engaging in illegitimate behavior, rather than a legitimate practice.

Framing’s power was first documented by cognitive psychologists, and entered popular discourse in the U.S. after politicians latched onto work by cognitive linguist George Lakoff. The concept is that how an idea is described—in particular, the metaphors used—is critical to whether people favor it. Language matters: consumers much prefer the kiwi to the Chinese gooseberry, though they are precisely the same fruit. In the Internet space, examples of framing are legion. Views of Edward Snowden, for example, depend on whether one uses the label “whistleblower” or “traitor”—whether he is a patriot or a terrorist.

The most cogent example for platforms and jawboning was the debate over the Stop Online Piracy and PROTECT IP Acts. At a technical level, arguments over the bills involved questions such as whether the proposed measures would undermine
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security of the Domain Name System. At a semantic level, the question was one of framing: would the bills be seen as preventing piracy, or promoting censorship? Both sides employed metaphors that could be outcome-determinative. Who could defend pirating American intellectual property, or suppressing free speech? And both had semantically-loaded terms at their disposal: piracy or censorship. Indeed, the metaphors were embedded in the titles of the bills: piracy (SOPA), and theft of intellectual property (PROTECT IP). Advocates struck the same notes repeatedly in the political discourse. The president of the U.S. Chamber of Commerce stated, “[w]ebsites that blatantly steal the creativity and innovation of American industries violate a fundamental right to property.”

A Disney Research associate characterized the bills as about “protecting intellectual property,” arguing that “[i]f blocking unauthorized access to a work of art that is available ubiquitously through legal channels is censorship, then we need a new definition of censorship.” And Senator Patrick Leahy, sponsor of PROTECT IP, commented, “Protecting foreign criminals from liability rather than protecting American copyright holders and intellectual property developers is irresponsible, will cost American jobs, and is just wrong.”

By contrast, supporters such as Google chairman Eric Schmidt characterized the bills as “draconian . . . [since they] would require [ISPs] to remove URLs from the web, which is also known as censorship last time I checked.” Tumblr argued that the legislation would “establish[] a censorship system us-

ing the same domain blacklisting technologies pioneered by China and Iran. And Wikipedia co-founder Jimmy Wales described the bills as “outrageous . . . just not acceptable under the First Amendment.” SOPA and PROTECT IP lost in part because the censorship frame won. Protecting intellectual property was too indirectly connected with blocking Web sites to gain sway, and safeguarding free speech by preventing censorship is deeply rooted in American mores and constitutional history.

The goal of the normative labeling approach is to make jawboning viscerally undesirable—to conjure the same intellectual and emotional reactions that the term “censorship” arouses. It seeks to make jawboning not only a description of a type of government enforcement, but also an inherent condemnation of the practice. Put simply, saying that an official engaged in jawboning ought to unsettle and offend that person. This plainly involves a change that will require effort. Jawboning is largely a neutral term at present. Wikipedia considers the word synonymous with “moral suasion,” and in business, it routinely connotes an “attempt to persuade others to act in a certain way by using the influence or pressure of a high office.” Thus, jawboning does not currently carry the cognitive payload needed to implement this proposal.

But, there is hope—hackers have pointed the way. Originally, the term “hacker” was semantically neutral. It denoted someone with technical skill and curiosity, who enjoyed tinkering, especially with computers. Over time, though, as some of
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those clever tinkerers put their skills to socially harmful purposes, popular usage of the term embedded a connotation of destructiveness and malice.414 The technical community prefers the term “cracker” for this purpose, or to distinguish between white hat and black hat hackers, but their distinctions have come to no avail in the wider discourse.415 The evolution of “hacker” serves as a model for how we should use “jawboning.”

There are likely three keys to instantiating this approach. First, proponents of the idea should use the term to describe only illegitimate informal enforcement—and, especially, egregious instances of it. Second, partisans should be attuned to the media’s need for shorthand metaphors.416 This need is more potent than ever with hashtags and 140-character limits for Tweets. Lastly, it helps that there is no group that is particularly invested in maintaining the current semiotic value of the word. As with creating reputational consequences, there is no single or predictable formula for shifting the meaning of jawboning. But the Internet ecosystem of blogs, Twitter, Facebook, and Snapchat means that memes spread quickly. And, the change is likely to appeal to political groupings at either end of the American political spectrum: liberals concerned about the tight relationship between corporations and government, and libertarians worried about overweening state regulation.

The final step for this proposal takes place both during and after the semiotic shift: the term “jawboning” can be used as a weapon. Describing an informal government effort as jawboning will be implicitly to label it as extortion, or blackmail. This can both drive public perception of the move and, if the government takes issue with the characterization, further reinforce the term’s new meaning. Americans tend to be inherently skeptical of government, both as a structural matter (given the Constitution’s limits on state power) and as a descriptive one (public trust in government has fallen dramatically since the Watergate scandal).417 As with censorship, deploying the term

jawboning as deprecation can be a potent means for limiting the practice.

CONCLUSION

This Article concludes with observations about how the Article’s anti-jawboning position might extend beyond the First Amendment doctrinally, and apply to new situations theoretically.

A. EXTENDING DOCTRINALLY

The skepticism of jawboning defended in this Article is likely generalizable. Free speech concerns, such as pressures on Internet platforms, are a particularly robust test case for the Article’s claims: given constitutional and normative constraints on government restrictions on expression, if the core anti-jawboning claims fail here, they likely fail everywhere. While evaluating jawboning in different contexts must be left to future work, this Article suggests briefly that there are other areas where suspicion of the practice is likely to be sustained.
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public carry, and handgun possession have been struck down in recent years, and the Fourteenth Amendment has provided a vehicle for challenging state and local regulations in addition to federal ones. Like the First Amendment, the Second is not an absolute right, but both provide strong individual entitlements (to speak, or to possess and carry firearms) and the government must offer strong justification before it can invade them. In addition to courts blocking existing firearms regulations, Congress has rejected proposals for additional restrictions at the federal level. In the wake of the massacre of students and teachers at Sandy Hook Elementary School in Newtown, Connecticut, on December 14, 2012, President Obama vowed to seek new federal gun control legislation. Bipartisan legislation to expand background checks for gun buyers failed in the Senate, though, as it was unable to obtain a filibuster-proof sixty votes, winning only 54–46. On the whole, the past several decades have been ones of retrenchment for gun control efforts: restrictions on firearms have been rolled back consistently at both the federal and state levels.

Here, too, courts and the political branches have circumscribed firearm regulation, causing state actors to move increasingly to jawboning to achieve their ends. Consider guns and banking. The Department of Justice launched Operation Choke Point to pressure financial institutions to reduce lending and payment processing services to fraudulent enterprises.
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Cutting off services to dodgy online payday lenders proved popular, drawing an endorsement from the editorial board of the *New York Times*. But the Federal Deposit Insurance Corporation (FDIC), which regulates certain financial institutions and insures deposits at them, went a step further. It circulated to its members a list of high-risk businesses that posed “elevated . . . legal, reputational, and compliance risks” to their institutions. Along with payday lending, the letter targeted “pornography [and] online tobacco or firearms sales.” An earlier iteration of the guidance posted by the FDIC to its Web site listed firearms sales and ammunition sales as “merchant categories that have been associated with high-risk activity,” along with “Racist Materials,” “Drug Paraphernalia,” and “Get Rich Products.” Gun dealers were plainly in the FDIC’s sights.

Unsurprisingly, the regulators’ guidance generated results. Banks have withdrawn service from gun dealers that are existing customers, and denied others the ability to open accounts. For example, a Wisconsin gun store owner recorded his conversation with a bank manager after the credit union closed his account. Heritage Credit Union (HCU) employees told Mike Schuetz, the owner of Hawkins Guns, that “they do not service companies that deal in guns.” A regional manager for HCU elaborated that when examiners from the National Credit Union Administration audited the credit agency, they identified
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Hawkins Guns’ account, among others, as “some accounts that we feel that we’re going to regulate you on.” While the number of firearms dealers affected is not known, there are numerous reports of similar experiences: existing customers dropped because they operated “high-risk” or “prohibitive business type[s].” Jawboning banks over guns worked.

The federal government’s theory regarding its authority to designate certain sectors as highly risky for banks’ reputations is convoluted at best. The FDIC has considerable regulatory authority over banks since the agency insures consumers’ deposits. Among other powers, the FDIC is authorized to police unfair or deceptive trade practices under Section 5 of the Federal Trade Commission Act. And, Section 8 of the Federal Deposit Insurance Act permits the FDIC to terminate an insured depository institution’s status if the entity is in an unsafe or unsound condition to continue operations. The FDIC frequently issues informal guidance to depository institutions, including regarding risk to their reputations that could damage their business. In considering the risks that may be created via bank relationships with third parties, the FDIC includes reputation risk, which it defines as “the risk arising from negative public opinion.” Significantly, reputation risk can result from “[a]ny negative publicity involving the third party, whether or not the publicity is related to the institution’s use of the third party.”
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that federally-insured depository institutions do not undertake excessive risk, the FDIC has both established categories of risk and then defined the substance of those categories.

Reputation risk is seemingly boundless: any entity that suffers bad publicity and that does business with a depository institution potentially creates legally actionable risk for that bank. Lawyers who advise banks have taken notice; one attorney described the term as “a catch-all to challenge any banking businesses that are disfavored.” At minimum, the FDIC failed to link the factors it identifies as indicating a high-risk client—the consumer’s unfamiliarity with the merchant, uncertain quality of goods or services, purchases by phone or Internet, and inability of the consumer to verify the identity or legitimacy of the seller—to firearms and ammunition sales. Thus, the FDIC’s authority to designate arbitrarily particular lines of business as high-risk is questionable at best.

The Obama administration doubled down on jawboning banks with Operation Choke Point. Choke Point was designed to investigate banks and payment processors that might be knowingly transacting with businesses committing fraud. Under the Financial Institutions Reform, Recovery, and Enforcement Act of 1989 (FIRREA), the Attorney General can issue subpoenas to investigate fraudulent activity that affects a federally-insured financial institution. With Choke Point, the administration used threats of subpoenas to pressure banks that do business with gun dealers. However, it is unclear whether activities by the bank itself can support an investigation under FIRREA. The Department of Justice’s theory hangs upon a single district court case involving an alleged scheme by bank employees to misrepresent the prices of standing instruction trading to customers. Related case law, such as that interpreting the relevant FIRREA language in other statutory
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provisions, is split on the point.\textsuperscript{449} A memo from the Director of the Consumer Protection Branch to Assistant Attorney General Stuart Delery noted the mixed precedent regarding the government’s position, but stated that the Department of Justice would continue to rely on that single district court case to pursue its investigations.\textsuperscript{450} Even if the Department’s theory is correct, its approach under Operation Choke Point extended the logic by yet another step. The court case the Department cited involved allegedly fraudulent activities by employees of the depository institution.\textsuperscript{451} With Choke Point, the Department of Justice threatened banks with liability merely for doing business with high-risk clients, apparently including gun firms—a far more tenuous connection to wrongdoing, if in fact there was any wrongdoing at all.\textsuperscript{452}

Put simply, the combination of the FDIC’s extension of its supervisory role into designating certain types of business as untouchable, and the extension of the Department of Justice’s use of investigatory powers under FIRREA to attack not fraud, but relationships with the high-risk clients designated by the FDIC, put the government far afield from its statutory authority. Any one of these leaps might be permissible, but all of them risk asking us to believe six impossible things before breakfast, and may well constitute jawboning.\textsuperscript{453}

The doctrinal parallels between First and Second Amendment constraints upon regulation, and the recent informal pressures on banks to achieve firearms policy goals, suggest
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that this Article’s theoretical approach to jawboning has application beyond the Internet context.

B. MAPPING NEW JAWBONING TERRITORY

A core scholarly question for jawboning, and other legislative threats, is whether, and, if so, when, these tactics are permissible once a government finds itself in uncharted territory. The example of jawboning about gun sales suggests a potential path through the contentious debates in the literature on regulatory threats—one that I will develop in future work, but outline here. Put simply, the legitimacy of jawboning is likely to vary inversely with the level of structural constraint upon governmental regulation. Where barriers to regulation are relatively strong, as with enumerated rights including the First and Second Amendments, informal efforts are less likely to be legitimate. Here, the Constitution deliberately hobbles government efforts. Even if jawboning evades judicial proscription, we should regard it as normatively problematic. Where there are intermediate barriers—such as regulations that draw intermediate scrutiny, including sex-based classifications, or perhaps the unconstitutional conditions doctrine—informal enforcement has some legitimate room to operate, though its use still ought to create a strong presumption against its permissibility.

In zones where governmental intervention requires only the most minimal substantiation under the rational basis test, perhaps jawboning ought to be presumptively permissible. Here, informal enforcement can save costs to both regulator and regulated. The state could likely obtain authority with relative ease, and thus jawboning enables targets to comply more

454. This framework contrasts with how other scholars have approached these questions. Tim Wu, for example, views the legitimacy of regulatory threats as determined by whether an industry changes rapidly or slowly. Wu, supra note 49. Others view them as either in, or out. This Article’s approach is more nuanced.


easily, and government to effectuate its ends with fewer formalities. A key factor here is the capability and willingness of courts to patrol for defects in the political process, such as capture or public choice problems, that indicate a likely asymmetry between the government’s ability to obtain results informally versus through rulemaking or legislative mechanisms. This is no easy task, but it is one to which courts have historically been attuned in their role as countermajoritarian check on the other two branches.

There are important tensions beneath the surface of this tentative schema. It is difficult to detect, for example, whether a regulation that affects speech draws (or ought to draw) First Amendment review. Legal scholarship sharply contests the boundaries of speech protection, or eligibility, and while the Supreme Court has moved in the direction of greater coverage, it has not done so consistently. In both the intermediate and light zones, deciding upon a methodology for how strong the presumption for or against jawboning ought to be is challenging. Courts have struggled with conceptually similar undertakings when defining tests for the unconstitutional conditions doctrine, substantive due process violations, or permissible gender-based discrimination. And the approach may have significant consequences (albeit only suasive ones) for widespread practices such as plea bargains, police interrogation,
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and unfair competition enforcement.\textsuperscript{468} It is also worth noting that this methodology comes into play when the state is acting at the edges of, or beyond, its authority to enforce or adjudicate. In the mine run of cases, such as Securities and Exchange Commission enforcement of securities laws,\textsuperscript{469} or much of criminal law prosecution,\textsuperscript{470} informal settlements will be both legitimate and desirable.

Nonetheless, this Part's proposed framework performs at least three valuable services. First, it offers a potential internal metric for regulators trying to determine when to pressure firms. When state actors are considering whether and how to press against the edges of their authority, this approach can guide them on when to employ formal rulemaking or adjudication, versus when to deploy informal measures. Second, it gives non-state entities—such as civil society groups, scholars, and regulatory targets themselves—a yardstick by which to evaluate state action.\textsuperscript{471} It binds criticism to a methodology, which can answer objections that disapprobation is ad hoc or born of self-interest. Lastly, it draws attention to the distinction between law and mores. Not all permissible state actions are defensible.\textsuperscript{472} This seems particularly true with regulation of information, whether by proscription, prescription, or persuasion. This Article usefully unsettles assumptions about the legitimacy of informal pressures.

Jawboning of Internet intermediaries is increasingly common, and it operates beneath the notice of both courts and commentators. That inattention is misguided. There are times when we need to root for Goliath.
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